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Abstract

The rapid expansion of China’s urban railway transport sector
has heightened the need to minimise the substantial train energy
consumption. Ground-mounted supercapacitor (SC) energy storage
plants have proven to be effective in reclaiming regenerative braking
energy and are hence, valuable in reducing train energy usage. To
enhance efficiency, the present study refines the energy management
approach utilising the conventional voltage—current double-loop
control strategy while considering both the operational state of the
train and the energy storage power station demand. To conduct
simulation experiments, an exclusively designed platform for urban
rail transportation power supply systems is employed, with the
Batong Line of the local metro used as the sample. The key novelty
of this investigation is a regenerative energy (RE) forecasting model
that employs a neural network. This model takes into account
both the current location and power of the train to make precise
predictions about the RE needs of the energy storage facility. The
study demonstrated that the improved strategy resulted in a decrease
in output energy usage by 0.2 kWh within the substation and a
reduction in energy expenditure on the braking resistor by 0.178
kWh, making it highly beneficial in terms of energy conservation
when compared to the fixed-threshold strategy. Hence, the study
provides a useful technical reference for energy-saving initiatives in

urban rail transportation and has practical applicability.
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1. Introduction

Due to China’s rapidly developing economy and urbani-
sation, an influx of people are migrating to cities. This
has resulted in an escalation in traffic congestion and
environmental issues [1], [2]. Consequently, urban rail
transit (URT) has emerged as a vital solution for large
and medium-sized cities, due to its high capacity, safety,
efficiency, and low pollution levels [3], [4]. However, the
majority of regenerative energy (RE) produced during
braking is transformed into heat, squandering valuable
energy and leading to increased maintenance expenses.
In spite of the fact that the current ground-mounted
supercapacitor (SC) energy storage system (ESS) can
salvage some of the energy, its management approach is
still inadequate [5], [6]. To achieve the goal, present a
management strategy is presented for dynamic thresholds
(DT) that incorporates a back propagation neural network
(BPNN) in the context of an energy storage power plant
(ESPP). The use of BPNN allows us to accurately forecast
the charging demand of the ESPP. This prediction data
is then used to dynamically adjust the ESPP thresholds,
ensuring an even distribution of energy across power
stations and optimising the use of renewable energy. The
study comprises the following parts: Part one provides an
overview of the research results and limitations of SC and
ESPP systems at both domestic and international levels.
In Part two, a DT management strategy integrating BPNN
in the context of ESPP is devised. Part three analyses
and simulates the anticipated RE and DT management
strategy. Part four presents a summary of the experimental
outcomes, highlights the study’s drawbacks, and proposes
future research directions.

2. Related Works
SC energy storage is extensively employed in URT. Several

energy management strategies have been suggested for
diverse areas to optimise the multiple aspects and ensure



the effective operation of ESPP devices, tackle operational
problems and boost the performance of SCs [7], [8]. To
effectively integrate a SC ESPP into a wind energy multi-
area power system, Nisa and Mufti proposed a discrete
mode control strategy. The study designed the main control
loop of the SCS power plant to simulate its response.
This strategy not only ensures that the SCS power plant
closely follows the commands of the main controller but
also reduces frequency and power deviations. Finally, a
simulation platform was created in MATLAB/Simulink
to verify the effectiveness of the method [9]. Mali and
Tripathi explored the use of SCs as electrical energy storage
components. The study investigated the performance of
SCs in light electric vehicles using WLTC driving profiles
through MATLAB/Simulink. The results showed that the
temperature had a large effect on the SC. At the same time,
the SC can adapt to the low discharge current demand
of the battery, reduce heat generation and outperform
lithium-ion batteries [10]. Shadabi and Kamwa proposed an
improved sag controller based on VICRC. This controller
quickly suppresses the DC link voltage deviation. SC is
responsible for compensating the high frequency demand
and BESS compensates the low frequency demand. This
helps in SOC recovery for SC energy storage. The wind
farm and AC/DC grid converter models were simulated on
the IEEE test system of Simulink/SPS and the results were
extensively analysed to verify the benefits of the proposed
structure [11].

Currently, artificial neural networks are widely used in
power systems. Bento MEC believes that the load margin of
the power system is an important indicator of the operation
centre of the power system, and therefore proposes a
physically guided neural network to calculate the load
margin of the power system. This network regularises
through auxiliary processes, and then reconstructs the
power flow equation at the stability threshold that defines
the load margin. The results show that the performance
of this network is significantly better than traditional
neural networks [12]. To characterise the uncertainty
of wind power, Liao et al. proposed a new method
for ultra short term interval prediction of wind power
based on graph neural networks and improved Bootstrap
technology. The simulation results show that this method
can capture spatiotemporal correlations from the graph,
and the prediction results are significantly better than
the popular baselines on two real datasets [13]. Kiannejad
et al. proposed an adaptive bidding strategy program based
on a two-stage artificial neural network. The program
mainly achieves this by revealing, modelling, and predicting
the clustering behaviour of competitors in the hourly
electricity market. The results show that the proposed
method is sufficient to consider transmission constraints
and has excellent performance. Kiannejad et al. believe
that providing an effective optimal bidding strategy is
crucial for load aggregators to increase their profits.
Therefore, a two-stage artificial neural network-based
adaptive bidding strategy program is proposed to reveal,
model, and predict the clustering behaviour of competitors
in the hourly electricity market. The results show that the

strategy proposed by the research institute has significant
effectiveness [14]. Li et al. found that the instability of the
short-term voltage after the disturbance seriously affected
the performance of the classifier. Therefore, a short-term
voltage stability assessment method for transformer-based
data-driven power system is proposed. The results show
that the proposed method exhibits robust performance in
noisy environments under up to 100:1 class imbalance, with
consistent efficiency even with increased renewable energy
permeability [15].

Mohammadamin et al. proposed an innovative
approach that combines machine learning techniques,
energy forms and their applications in different fields
to classify and identify machine learning models. It
also proposed that hybrid machine learning models
are outstanding in improving the accuracy, robustness
and generalisation of models in energy systems. This
hybrid approach is particularly suitable for predictive
models of renewable energy systems, such as solar and
wind energy, and contributes significantly to improving
energy efficiency and supporting energy governance and
sustainable development [16]. Mosavi et al. believe that the
core of ensuring smart grid security lies in the development
and implementation of effective cyber defense strategies.
A zero-sum Nash equilibrium strategy based on deep @
learning is proposed. The strategy has been demonstrated
on Wood and Wollenberg six bus systems, as well as the
larger IEEE 30 bus system, showing its advantages over
traditional @ learning methods. In addition, comparisons
with other reinforcement learning strategies also confirm
the broad applicability of deep @ learning frameworks in
securing modern power grids [17]. Moradi et al. proposed
to develop a reinforcement learning method designed to
satisfy the linear temporal logic preference description.
The method transforms the preference satisfaction measure
into a mixed integer programming problem, combines
probabilistic programming techniques, and integrates it
into the resource allocation problem to derive the optimal
strategy through reinforcement learning. Due to the time-
varying nature of the problem, each time step requires
the solution of mixed integer programming. Validation
on a standard W&W six bus grid model shows that the
machine learning framework can protect systems against
attacks in resource-constrained situations. Although the
current approach is computationally demanding, it lays
the foundation for the development of efficient machine
learning frameworks for large-scale networks [18].

SC energy storage has found widespread use and
research in various fields; however, insufficient attention has
been given to its adoption in the field of ESPP for URTs.
The current energy management strategy is inadequate as
the simulation model is excessively idealised and fails to
account for the intricacy of the DC traction power supply
network and the actual power of the SC. Therefore, a novel
energy management approach is proposed utilising BPNN
energy prediction that considers the voltage fluctuation
of the substation. Our objective is to minimise output
energy and reduce the consumption of braking resistor
energy.



3. BPNN-Based Prediction of RE With DT
Management Strategy

The study introduces a prediction and DT management
strategy for RE based on BPNN. Firstly, the calculation
method of how SC absorbs RE in ESPP is detailed.
Then, the impact of charging threshold on the ESS is
analysed through a simulation model. This research aims
to reduce the output of ESPP.

3.1 BPNN-Based RE Prediction Method

To improve the comprehensibility of the model, the study
has standardised the symbols used in the model, and
the detailed symbols and their corresponding meanings
are listed in Table 1. This step is designed to ensure the
conceptual clarity and the accuracy of the calculations.

To ensure consistency and ease of reference for all
relevant terms, the study developed a glossary detailing
the individual professional terms and their definitions, as
shown in Table 2.

In the URT system, although the current train position
and power can be used to calculate the RE for ESPP, it
is challenging to directly predict the total energy required
due to the uncertainty of the train status. This uncertainty
arises from operational contingencies and variations in
departure intervals. To address this challenge, the study
employs the nonlinear mapping capability of BPNN to
predict the residual RE difference for ESPP. Using the URT
power supply simulation data, the BPNN is trained to build
an energy prediction model. The RE generated by train
braking, in addition to being used by the traction vehicle
and auxiliary power supply system, the ESPP absorbs the
remaining energy if the energy storage capacity is sufficient
[19], [20]. The study considers the RE to be absorbed
during SC charging through a DC power supply model and
simulates it using data from the Metro Octopus line, as
shown in Fig. 1.

When the energy recovered by the train braking can
be supplied to the nearby traction vehicle in addition to
the auxiliary power system, it can also be stored by the
energy storage station, provided that the energy storage
capacity of these facilities is sufficient. This study defines
the residual RE, that is, the energy after the utilisation
of the auxiliary power supply system, the consumption of
tractors, various energy consumption and the absorption
of other energy storage facilities is deducted from the
braking energy recovered by the train. To estimate the
remaining RE absorbed by the SCs before a full charge,
a DC power supply model is developed with an energy
storage station and based on eight-channel line data.
During charge and discharge, the voltage value of the
power supply corresponds to the threshold of charge and
discharge, respectively. To simplify the study, let there be
only one train between Orchard and Pearland stations,
whose distance to ESPP (ESS1) at Orchard station is x
and its power is P,. For the specific model, see Fig. 2.

As shown in Fig. 2, the corrected nodal voltage
equation is written as shown in (1).
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In (1), yeq and y; represent specific voltage and current
variables. The value of the guide y1; and y2 is related to
the position. The subject circuit current is shown in (3).

I1 = Yeq1Uo; 12 = Yeq2Uo; I3 = Yeq3Uo; (2)
725 Up < Upy
Pr

Ur Ibra; UT > Ubr

(3)

In (3), Up, represents the braking resistor starting
voltage; Iy, represents the current on the braking resistor.
The values of line conductance y11; and y;2 are related to
the position, assuming that the distance from the up train
to the orchard station is x, the distance is [ — x, as shown
in (5).

Y11 = i (4)
1
Y12 = m (5)

In (5), I denotes the distance between two substations;
r denotes the unit impedance. Based on the above analysis,
the network quantities can be solved by knowing the train
position and power while ignoring the no-load voltage
fluctuation of the substations. After determining x and P,
the current model is stable and the system voltage and
current can be resolved and the RE of theith SC ESPP at
t1 is known, as shown in (6).

ty
Esc—ini= / Ugss,i - Iss,i -mpdt, i =1,2,3  (6)

to

In (6), 75 denotes the conversion efficiency of the ESPP
bi-directional DC/DC; the voltage Ugss,; at both ends
denotes the charging threshold equal to its counterpart;
to denotes the start moment; and ¢; denotes the current
charging moment. In the URT system, the charging and
discharging of SCs are not alternated in an ideal sequence.
The ESPP may be in multiple charging or discharging
states consecutively due to the energy flow between trains,
between trains and substations, and between trains and



Table 1

Detailed Symbols and Their Corresponding Meanings

Variable Explain

x There is only one train between Guoyuan and Liyuan Station, the distance between it and
Guoyuan Station (ESS 1)

P, Power

Yeqs Yi Column write correction node voltage equation (Specific voltage and current variables)

Y11, Y12 The value of the line signer is related to the position

Uy Represents the braking resistor starting voltage

Iy Denotes the current on the braking resistor

M Denotes the conversion efficiency of the ESPP bi-directional DC/DC

Ugss,i At both ends denotes the charging threshold equal to its counterpart

to, t1 Denotes the start moment and the current charging moment

Esc—in Denotes the RE that has been absorbed from the beginning of the charging process to the
current moment

Esc_inmax Denotes required to absorb the total regenerative energy

E, Residual regeneration energy difference

X1, X, Network input

Yi,Y,. Predicted output

Wij, Wik Weight

wij(t+1) Update of weights

By(t+1) Updates of thresholds

m,n Number of output-layer nodes

a Denotes the number of values between 0 and 10

N Denotes the number of samples used for training

T Denotes the ith dimension data of the input variable

Tmax, Lmin Denotes the maximum and minimum values in the input variable

Pgss Denotes the charging power of the ESPP

P, Indicates that it is the power on the braking resistor

P, Denotes the traction power of the train

Py Denotes the total output power of the three substations

Uchar Denotes the voltage outer loop charging threshold

UusC Denotes the supercapacitor module terminal voltage

Ugis Denotes the discharging threshold

AUygis, AUchar, k | Denotes the three to-be-determined parameters

C, Umax Denote the container and maximal point voltages of the supercapacitor storage device,
respectively

E,. Denotes the residual energy storage capacity

the ESPP. The study defines a consecutive charging state
as a charging process, i.e., a charging process between two
discharges, as shown in Fig. 3. The charging process is
assumed to start at tp and end at to, with ¢; being any
moment in the charging.

In Fig. 3, Fsc_;n denotes the RE that has been
absorbed from the beginning of the charging process
to the current moment; Fsc_;nmax denotes the total
RE that needs to be absorbed. Define the remaining
RE difference E, as the difference between the two, as
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Figure 1. Ideal model of urban rail DC power supply system.
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Figure 2. Urban rail traction power supply system model diagram.
Table 2 A Buergy
Technical Terms and Their Definitions
ESS | Energy storage system
BPNN | Back propagation neural network
L-M | Levenberg-Marquardt algorithm | : | |
0
FTP |Fixed threshold policy i i i :
|
| | | |
ICS Improved control strategy Charging | | | Charging Charging | | !
| | | |

shown in (7).

(7)

3.2 RE Prediction Model Construction Based on
BPNN

Ep = ESC—inmax - ESC—in

BPNN is a feed forward network based on error back
propagation. It can be trained with samples to obtain the
mapping relationship between inputs and outputs, and is
characterised by its simplicity and applicability, making it
the most commonly used artificial neural network model.

Electric
discharge

Electric
discharge

Figure 3. Schematic diagram of charging and discharging
a supercapacitor.

The topology of this model contains three or more layers
covering the input layer, one or more hidden layers and the
output layer [21], [22], as shown in Fig. 4. Among them, X
to X, are the network inputs, Y7 to Y,, are the predicted



Input Hidden Output

Figure 4. BP neural network topology structure diagram.

outputs, wj; and wjk represent the weights, and the hidden
layer nodes often use Sigmoid excitation functions.

The BP algorithm mainly regulates the weights
and thresholds to approximate the nonlinear problem.
The learning process is divided into two steps: forward
propagation and error back propagation. In forward
propagation, the input signal is transmitted to the output
layer through the implicit layer, and the weights and
thresholds are unchanged. If the output error is large, it
enters the backward propagation: from the output layer
to the input layer, the error is shared by node, and the
weights and thresholds are adjusted according to the error;
nodes with large errors are adjusted more. The weights are
updated as shown in (8).

wij(t+1) = +wij(t),wjk(t+l)

- ﬁwij

E
e+ () 5)

In (8), E denotes the prediction error. The threshold
is updated as shown in (9).

O
“r5h
O
9By,

Bij(t-‘r 1) = +Bij(t)7Bjk(t+ 1)

+ Bjk(1) 9)

With the known power and speed of the train, this
research was able to solve for each information of the line
and calculate the RE Esc_;, absorbed by the SC. Offline
simulation provided the maximum RE Eg¢_n max during
charging, yielding the residual RE difference E,. A neural
network was trained using the offline data to form the RE
prediction model. In practice, a prediction model is used
to estimate the difference between Egc_;, and the current
Esc—_in to obtain the current E,. To simplify the online
computation and reduce the measurement error, the study
chooses the E, obtained offline as the expected value of
the neural network. The BPNN contains an input layer, an
output layer, and an implicit layer. The hidden layer can
be single or multi-layer, and multi-layer provides higher
prediction accuracy but longer training time. Based on
the needs of this research, a single implicit layer structure
is chosen. The number of input and output nodes is

determined by the actual problem, here the model has
eight input nodes (position and power of four trains) and
one output node (remaining RE difference E, ). The choice
of the number of nodes in the hidden layer is critical, too
many may lead to “overfitting”, while too few may reduce
the accuracy of the model, as shown in (12).

l=+(m+n)+a (10)
I = logy (11)
=" VN, (12)

In (8), m denotes the number of output layer nodes;
n denotes the number of input layer nodes; [ denotes
the number of implied layer nodes; a denotes a number
between 0 and 10; and N, denotes the number of samples
for training. Since the nodes of input and output in this
study are 8 and 1, respectively, and the number of samples
is 1,000, the number of implied layer nodes is 104. In
simulating the three-station, four-car urban rail system,
the SC ESPP adopts an ideal model using the Octopus
line parameters. The offline data is obtained through
the urban rail traction power supply simulation system.
Through simulation, the maximum RE FEsc_jnmax for
each charging process is calculated and subtracted from
the current Esc_;, to obtain E,. To improve training
efficiency and prediction accuracy, the data needs to be
normalised so that its value ranges between [-1,1] as shown
in (13). Normalisation helps to improve the learning speed
and increase the accuracy of the prediction results.

y = 2(1'7, - xmin) 1 (13)

Tmax — Lmin

In (13), x; denotes the ith dimension data of the input
variable; xqa.x denotes the maximum value in the
input variable; ., denotes the minimum value in the
input variable; and y denotes the result of z; after
normalisation. Continuously iterating until the result meets
the requirements leads to the BPNN module, as shown in
Fig. 5.

3.3 DT Management Strategy Based on BPNN
Energy Prediction

The charging threshold of the ESPP has an impact on the
tidal current distribution of the metropolitan rail power
system. In most of the tidal current calculations, which
are based on the ideal voltage source model, the power
and storage capacity limitations of the energy storage
devices are not considered. In the study, the effect of the
adjustment of the charging threshold on the SC ESPP
is explored, and the braking power satisfies the equation
shown in (14).

Py = Pes + Prss (14)

In (14), Pggs represents the charging power of the
ESPP. When the on-board braking resistor is activated,
the equation becomes shown in (15).

Py = Pres + Prss + Py (15)
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Figure 5. BP neural network specific training process.

In (15), Py, indicates that it is the power on the braking
resistor. Adjusting the charging threshold can affect the
charging power of the energy storage device, but too much
energy is consumed on the braking resistor to affect the
energy saving effect. Therefore, threshold adjustment is
more critical in multi-train interaction systems. To study
the impact of the threshold change of single ESS, a single
energy storage device model is built as shown in Fig. 6 for
a braking train and a traction train.

When the train braking resistance is not activated, the
system power balance satisfies the relationship between P;
and P, where P; represents the traction power of the
train, while P, represents the total output power of the
three substations, and the specific balance relationship is
shown in (16).

Pb:Pt_Pss+Pres+PESS
Pres: T1+Pr2+Pr3+Pr4 (16)
Pss:Pssl+F)ss2+Pss?)

In a multi-storage device system, in addition to RE
absorption by the traction train, regenerative braking
energy is also distributed to different storage devices. This
multi-storage configuration provides more options for RE
management and distribution than a single energy storage
device system. To study this multiple ESS in more depth,
a model is constructed as shown in Fig. 7, which contains
three energy storage devices and a braking train.

When there is a braking train in the model, its
distances from the three ESPPs are 1.9 km, 0.1 km, and 2.1
km. The train is braked with a power of 1.7 MW using 14
series and 12-parallel SC modules. The charging thresholds
for ESS1 and ESS3 are 870 V while the main focus is on

the variation of the charging thresholds for ESS2. When
the braking resistor is not activated, the power of all three

ESPPs satisfies a specific power balance condition as shown
in (17).

Py = Pgss1 + Prss2 + Prss3 + Pres
Pres: rl +P7'2+Pr3

(17)

In ESPP systems, whether single or multiple energy
storage, properly adjusted charging thresholds can fully
absorb braking energy and reduce line losses. When the
energy storage device is likely to be full, an appropriate
increase in the threshold can absorb excess braking energy
with the surrounding traction train and other ESPPs. This
helps to reduce or eliminate energy consumption on the
braking resistor and achieve energy savings. Conventional
control strategies have problems, such as the inability to
coordinate the amount of energy stored in multiple energy
storage devices and SCs. Therefore, a BPNN-based DT
energy management strategy is proposed, as shown in
Fig. 8. This strategy adds a BPNN module and a threshold
calculation module to the traditional double-loop control.
By detecting the position and power of the train in real
time, this strategy can calculate the remaining RE of the
SC ESPP and adjust the charging threshold accordingly.

The BPNN-based energy management strategy
includes five core modules: the BPNN module, the
threshold calculation module, the voltage outer loop
module, the mode switching module, and the current inner
loop module. Among them, the principles of the voltage
outer loop module, mode switching module, and current
inner loop module are the same as those of the traditional
dual-loop energy management strategy. The threshold
calculation module aims to adjust the charging threshold
of the SC. When the SC is not full, the module maintains
a lower charging threshold; when the SC is expected to
be full, the charging threshold is appropriately increased.
This adjustment helps to achieve energy saving effect, and
the specific threshold calculation equation is shown in (18).

Uo + AUchar, Ep < E;.

Uo + AUchar + ka, Ep, > E,
B, = 50U — ul)
a=(E, — E;)/5CU;
Uais = Uy — AUais
AUchar, AUqgis > 0
k>0

Uchar =

ax

In (18), Uchar denotes the voltage outer loop charging
threshold; ugc denotes the SC module terminal voltage;
Uqis denotes the discharging threshold; AUyis, AUchar, and
k are the three to-be-determined parameters; C' and Upyax
denote the container and maximal point voltages of the SC
storage device, respectively; and F,. denotes the residual
energy storage capacity.
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Figure 7. Multi-energy storage device model.

4. Simulation Analysis of Prediction and DT
Management Strategies for RE

In this study, the well-trained prediction model is first
validated through simulation to ensure its prediction
accuracy under various headway intervals. Then, the
study analyses the effect of the improvement strat-
egy under single energy storage and multiple ESPP
systems.

4.1 Simulation Analysis of Predictive Models

When building predictive models, it is key to model each
ultracapacitor energy storage device individually. Here,
three different BP neural network models are used. The
charging threshold of all energy storage devices is set
to 865 V, and 10,000 sets of input and output samples
are obtained through traction power supply simulation
platform. The data is divided into three parts: the training
set, the validation set, and the test set. The study selected

70% (7,000 sets) of data as the training set, this part of
the data is mainly used to determine the parameters of the
network (such as weights and thresholds) and adjust these
parameters according to the network error. Next, 15% (or
1,500 sets) of data are used as validation sets, which are
used to monitor the network’s generalisation ability and
stop training if the generalisation performance is no longer
improving. This step is to ensure that the generalisation
ability of the neural network continues to increase. Finally,
the remaining 15% (also 1,500) of the data is used as a test
set, which is not used to improve network performance, but
to evaluate the network that has been trained. The research
experiment uses the neural network toolbox of MATLAB to
build the network. Figure 9 shows the neural network. The
toolbox uses the Levenberg-Marquardt algorithm (trainlm)
for training. According to the above Settings, a single
hidden layer BP neural network is selected, which has eight
input nodes, one output node, and 104 hidden layer nodes.
The maximum number of iterations of the network is set
to 1,000.
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In this research experiment, three prediction models of
energy storage power stations were established, and ESS1
was taken as an example to show the prediction results, as
shown in Fig. 10.

As demonstrated in Fig. 10(a), the best results are
obtained at generation 272, where the mean square
errors of the training, testing, and validation sets are
4.27 x 1074, 1.74 x 1073, and 2.95 x 1073, respectively.
Iteration terminates at generation 278 of the validation
set, as its generalisation ability is no longer enhanced.
The error histogram in Fig. 10(b) shows that most of
the sample errors are concentrated in a small range
around 0.

According to Fig. 11, the goodness-of-fit R-values for
each dataset are very close to 1. 0.9989 for the training

set, 0.9928 for the confirmation set, 0.9958 for the test
set, and 0.9974 for the overall samples, which shows that
the BPNN has a high degree of accuracy in the prediction
of RE. Further, Fig. 12(a) compares the actual RE with
the predicted values for the three energy storage devices:
the solid line represents the actual expected value and the
dashed line is the predicted output of the network. These
two lines largely overlap, further demonstrating the high
accuracy of the model.

To compare the prediction results of the prediction
models under multiple headway intervals, Fig. 12(b)
demonstrates the prediction results for 400 s headway
intervals, using the same neural network prediction module
as for 300 s headway intervals. The expected and predicted
values nearly overlap, proving that the BPNN model
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Table 3
Energy Output of Substation and Energy Consumption of
Braking Resistance

shows excellent prediction ability under different departure
intervals.

4.2 Comparison and Analysis of Improvement Tactics Output energy | Resistance energy
Strategies Under Single and Multiple ESPP (kWh) consumption (kWh)
Systems Fixed threshold 2.77 1.21

policy

The SC modules are connected in 14 series and 12 parallel.

The peak power of the two braking vehicles is 1.5 MW, and Improved 2.01 0.42

the power of the traction vehicle is 1.8 MW. Figure 13(b) control strategy

demonstrates the train power curves; Fig. 13(a) shows
the simulation model, in which Train 1 is traction and
Trains 2 and 3 are braking. The charging threshold of
the conventional control strategy is set to 865 V and the
parameters of the improved control strategy are AUcpar =
5, AUqgis = 0, k = 60.

Figure 14(a) shows that the SC is filled and decom-
missioned first with the fixed threshold strategy, while the
improved strategy extends it by about 5 s. Figure 14(b)
demonstrates the change in braking resistor energy
consumption, where the improved strategy extends its
start-up time and reduces RE consumption. Figure 14(c)
presents the SC charging threshold variation: at the
beginning of charging, the charging threshold is increased
due to the inability to fully absorb the RE, prompting
the neighbouring tractor to absorb more energy. As the
difference between FE, and F, narrows, the threshold
decreases. The improvement strategy adjusts the threshold
according to the energy absorption by the ESS to assist
the train in absorbing energy, delaying the braking resistor
activation and mitigating the impact of energy storage on
the train interaction energy.

Table 3 shows that the improved control strategy
reduces the substation output energy by 0.753 kWh and
the braking resistor energy consumption by 0.792 kWh
compared to the conventional fixed-threshold strategy.
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This proves the superior energy saving effect of the
improved strategy.

The SC modules are connected in 14 series and 12
parallel. The discharge threshold of both strategies is set
to 860 V, which is flush with the no-load voltage of the
substation, to ensure that the SC is completely discharged.
The traditional strategy sets the charging threshold to 865
V, while the parameters of the DT strategy are AAUg;s
0, AUchar = 5, k = 60. The simulation model is shown in
Fig. 15(a), where train 2 brakes at ESS2 from 7 s to 43 s,
at which time trains 1 and 3 are in idling; train 1 starts
braking at 62 s; and train 3 starts pulling at 79 s, when
there are both pulling and braking trains on the line.

In Fig. 16 it is shown that the improved control
strategy causes the charging threshold of ESS2 to be
increased at the Tths, resulting in ESS2 absorbing less
energy and neighbouring ESPPs absorbing more. This is
reflected in the SC voltage, suggesting that raising the
threshold transfers braking energy to other ESPPs. ESS2 is
fully charged and shut down at 34 s, resulting in an increase
in the ESS1 voltage, but the improved strategy allows ESS2
to charge for a longer period of time, distributing the energy
evenly. From 62 s, train 2 starts braking, and the BPNN
module of ESS3 detects insufficient energy absorption,
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raises the charging threshold, and absorbs energy together
with the nearby ESPP. However, since ESS2 is full, most
of the RE flows to ESS1, increasing its charging power.
The adjusted threshold leads to an increase in the charging
time of ESS3 and a delay in braking resistor activation,
which in turn saves energy. The peak value of the traction
network voltage also decreases slightly.

According to the data in Table 4, the improved control
strategy reduces the output energy of the substation by
0.2 kWh and the energy consumption of the braking
resistor by 0.178 kWh compared to the conventional fixed-
threshold energy management strategy. This proves that
the improved strategy is effective in saving energy.

The study proposes an improved management strategy
and compares it with the existing management strategy
focusing on line loss consumption between two stations
during the train start-up phase. Preliminary analyses show
that the performance differences between the four different
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Table 4
Energy Output of Substation and Energy Consumption of
Braking Resistance

Tactics Output energy | Resistance energy
(kWh) consumption (kWh)

Fixed threshold 23.71 0.27

policy

Improved 23.51 0.09

control strategy

approaches during the start-up phase are not significant.
To assess the line loss consumption in the start-up phase
more clearly, the study narrowed down the analysis time
to the interval of 0.215 s to 0.25 s, as shown in Fig. 17.
During this period of time, the line loss consumption of
the particle swarm optimisation algorithm management
strategy increased from about 0.793 to about 0.802, while
that of the locust optimisation algorithm management
strategy increased from 0.79 to about 0.799. In contrast,
the fixed threshold management strategy showed the
worst performance in terms of line loss consumption. In
contrast, the line loss consumption of the energy efficient
management strategy proposed in the study increases from
0.762 to 0.789, showing lower linear consumption and
better energy efficiency. It is worth noting that urban rail
is not limited to two stations. In practical applications, the
neural network algorithm proposed by the study performs
better in reducing line loss consumption and enhancing
energy saving compared to existing management strategies.

5. Conclusion

This study addresses issues related to the ground-based
SC ESPP for URT systems, including the incapacity
of the voltage—current double-loop control approach to
manage numerous energy storage devices, the complexity
of regulating the energy storage of SCs, and the significant
impact of no-load voltage fluctuations. To tackle these
problems, an upgraded energy management strategy
that incorporates the characteristics of the ESPP and
highlights multiple optimisation goals was introduced,
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relying on energy prediction by BPNNs. To test the
effectiveness of this method, this study conducted a series
of simulations and experiments. The findings indicated
that the selected BPNN accurately predicted the RE.
After 272 training cycles, the mean square error of
the model was 4.27x10™%, 1.74x103, and 2.95x10 on
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the training, test and validation sets, respectively. This
demonstrated its high prediction accuracy. This strategy
enables accurate set up of the charging and discharging
thresholds to maximise RE absorption by the SC in the
ESPP, and increase the charging threshold when needed to
foster energy interaction among multiple trains, ultimately



achieving a fair distribution of RE across diverse energy
storage devices. Upon comparison with the traditional
fixed-threshold strategy, the improved approach results
in a reduction of 0.2 kWh in the output energy of the
ESPP and 0.178 kWh in the energy consumption on
the braking resistor, thus demonstrating its significant
energy-saving effect. However, the study has certain
limitations. For instance, the capacity configuration of
the energy storage device was not extensively investigated
and was only analysed based on specific configurations;
the study was confined to a model with only three
traction substations, and the overall line scenario was
not investigated thoroughly, and the impact of threshold
changes was analysed in a simplified model, while an in-
depth analysis of the more complex system is yet to be
carried out.

6. Discussion

The potential practical applications of this research are
broad and far-reaching in the real world. First, in URT
systems, the application of this research can significantly
improve energy efficiency, especially in the face of traffic
congestion and environmental problems in the process
of urbanisation. By dynamically adjusting the charging
demand of the energy storage power station, this strategy
not only optimises the utilisation of energy but also
promotes the collaborative work between multiple sets
of ESSs, thereby improving the overall energy-saving
effect and laying the foundation for green development
in the transportation sector. Second, the strategy plays
a key role in the management of complex power grid
systems. It can effectively solve the complexity problem
of DC traction power supply network and the actual
power control challenge of ultracapacitors. In volatile
renewable power supply systems, such as wind and solar,
the application of this strategy helps to reduce the output
energy and reduce the energy consumption of the brake
resistance. In addition, by precisely adjusting the charge
and discharge threshold, the strategy can also realise
the balanced distribution of renewable energy among
energy storage devices and promote the energy interaction
between multiple trains, thus improving the stability and
energy utilisation of the power grid. Finally, the improved
energy management strategy based on BP neural networks
proposed in the study, while currently computationally
intensive, provides a basis for the development of
more efficient machine learning frameworks, especially
in prioritising the protection of large cyber-physical
systems. In future studies, based on the current results,
we can further explore the capacity configuration of
energy storage devices, expand the scope of research to
cover the whole line of more traction substations, and
conduct in-depth analysis of the impact of threshold
changes on more complex systems. These explorations not
only help improve the effectiveness of existing strategies
but also provide more comprehensive solutions for
modern urban transportation systems and large-scale grid
management.
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