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Abstract

In this paper, we describe a visual servoing method for object

picking. We propose a new architecture for generating robotic

manipulator motions approaching a target object for grasping.

The architecture consists of two convolutional neural networks

(CNNs), one generating goal-directed motion and one collision

avoidance motion. The networks’ outputs are combined, along with

additional constraints, such as motion ranges of the joints, by means

of quadratic programming (QP). One issue with learning-based

approaches is that large amounts of training data are required. We

devise an operation strategy that reduces the amount of training

data required using a physics simulator. This method enables visual

servoing that is unaffected by texture and colour variation in real

environments. We show the effectiveness of the proposed method in

experiments using simple shapes as target objects.
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1. Introduction

Bin picking is a common task in robotic manufacturing.
For instance, operations, such as product assembly and
packaging, begin with picking up the relevant parts. In such
tasks, a robot approaches a target object with its hand
from an appropriate direction, and then grasps the object.
Similar actions are also common in the tasks of household
robots. For example, when picking up an item from a table,
a robot has to reach for it while avoiding obstacles. One
major approach for accomplishing these actions is to use
motion planning. In motion planning, complete motion
sequences are generated before the robot starts to move.
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These are then sent to the robot for execution, upon which
the actual reaching and grasping are performed.

Another choice is visual servoing [1]–[3]. In visual
servoing, velocity command values for each joint of the
manipulator are generated on basis of the current visual
input and the visual input that the robot would see from
the goal state. The manipulator then moves on basis of
these commands. By repeating this process, it is possible
to bring the hand into a pose from which the target object
can be grasped. The advantages of visual servoing are that
the robot can start moving immediately once the tracking
target is determined, and its robustness against dynamic
environments.

The purpose of this study is to construct a visual
servoing system for generating reaching motions towards a
target object. In traditional visual servoing, manipulator
motion is determined by explicitly considering the image
Jacobian. Conversely, in the present study, we propose
an approach wherein manipulator movement is acquired
through advance learning. One issue with learning-based
approaches is that they require large amounts of training
data. In this study, we reduce the data acquisition burden
by collecting training data in a virtual environment.
Furthermore, if the shape and pose of the target object
and surrounding obstacles can be reproduced appropriately
in the virtual environment, then the virtual environment
can be used to perform visual servoing while the robot is
performing real-world reaching tasks. Using simulation in
this way, we can perform visual servoing that is unaffected
by the texture variation presented by real environments.

The main contributions of this work are as follows:
• We show an approach to performing both training and

actual visual servoing in a virtualised environment.
This enables us to reduce the load of collecting training
data by actual experiments.

• We propose a novel learning-based visual servoing
architecture, which generates appropriate joint angle
commands using two convolutional neural networks
(CNNs) and then mediate the results by quadratic
programming (QP) optimisation.
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• We confirmed the effectiveness of the proposed method
in experiments. We show that suitable reaching
motions can be generated for a diversity of obstacle
placements, target object shapes, and target object
poses.
The structure of this paper is as follows. In the

next section, we introduce related work. In Section 3,
we present our concept and the proposed visual servoing
architecture. We explain the proposed method in Sections 4
and 5. Experimental results are reported in Section 6, and
Section 7 concludes the paper.

2. Related Work

Visual servoing has long been studied in the field of
robot vision [4]–[7]. Iwatani et al. [8] proposed a visual
servoing method that is robust to occlusion, integrating
visual tracking, and visual servo control into a vision-
based control method with occlusion handling. Chesi and
Hashimoto [9] controlled a robot such that certain feature
points were always kept in the camera image. Their
method switches back and forth between position-based
control strategies and backward motion. Bakthavatchalam
et al. [10] proposed photometric image moments as new
visual features for image-based visual servoing. Castelli
et al. [11] developed a visual servoing system for the
automation of copper wire winding. Their framework
introduced machine learning and synthesised visual
servoing using a Gaussian mixture model. Vakanski et al.
[13] proposed a framework for trajectory learning from
demonstrations. They formulated the learning problem
as a convex optimisation problem. Agravante et al.
[12] solved visual servoing as a quadratic optimisation
problem. By defining an acceleration-resolved form, they
integrate visual servoing tasks into an existing whole-
body control framework for humanoids. The method
proposed in the present paper is inspired by the idea
of Agravante’s approach. However, we formulate the QP
problem differently.

The problem of visual servoing can be divided into
two parts: (a) formalising the relation between camera
motion and visual input change and (b) controlling camera
motion on basis of this formalisation. The former problem is
usually addressed using the image Jacobian [14]. The image
Jacobian can be obtained analytically if the relationship
between local features between images can be identified
clearly. However, this approach is difficult to use in
cases where objects have few textural features. Therefore,
methods automating the extraction of suitable image
feature are also being proposed. One such method uses
neural networks. Bateux et al. [15] proposed a method
of mapping images to command values directly using a
CNN. The present work adopts this approach for obtaining
motion command candidates from image inputs. That
is, image feature points are not needed in the proposed
method. Tokuda et al. [16] presented a CNN-based visual
servoing scheme. The proposed method named DEFINet
makes it possible to do the positioning of an object even if
there is a large displacement from the desired state.

Figure 1. Concept of visual servoing [19]. In addition to
training data collection, the virtual space is used when the
robot physically performs a reaching task as well.

As a recent trend, many studies have aimed to acquire
behavioural abilities for “observe-and-grasp” scenarios
using reinforcement learning. Levine et al. [17] proposed
a method to assess the probability that an action will
succeed from a pair of images and the predicted gripping
action of the robot. In the context of reinforcement learning
in robotics, domain randomisation has been adopted to
facilitate Sim-to-real transfer [18]. In the present study
too, a simulation environment is used, but here we use
the simulated environment not just for training, but
also during real-world motion execution. This approach
makes it possible to reduce the load on training data
collection.

3. Concept and Structure of Visual Servoing

3.1 Visual Servoing Concept

We assume a task setting where a robot equipped with a
manipulator is positioned in front of a table, with a target
object to be grasped located on the table. Additionally,
there may be obstacle objects on the table as well.
The shapes of the objects are arbitrary, but should be
reasonably approximable with primitive shapes such as
rectangular cuboids or cylinders.

Assuming the abovementioned problem setting,
Kawagoshi et al. [19] proposed the concept shown in
Fig. 1. An RGBD sensor is installed so as to face the
table surface directly. The depth information obtained
from the sensor is used to estimate the approximate shape,
position, and orientation of the object to be grasped. The
scene is then virtualised in the simulator, reproducing
the robot and table setup of the actual environment. A
colour camera is attached to the wrist of the virtual robot.
The camera’s line of sight is aimed towards the tip of the
hand.

Before executing a picking task, we first prepare a
goal image as follows. Using the simulation, we capture a
colour image of the moment just before the target object is
grasped, using the virtual colour camera on the wrist of the
simulated robot. Then the grasping task starts. First, the
actual robot performs sensing, and the object arrangement
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Figure 2. The overall structure of the proposed visual
servoing. The red squares are the newly added parts from
our previous work [19].

on the table is reproduced in the virtual space. Next, visual
servoing is performed on basis of the goal image and the
colour image captured by the virtual robot’s wrist camera
in the current state. That is, each joint of the manipulator
is controlled by visual servoing so as to approach the goal
image. Visual servoing is repeated until the goal image
and the current image have become sufficiently similar for
the robot to be able to grasp the target object by simply
closing its hand.

In the procedure described above, the actual robot
does not need to have a camera equipped on its wrist. By
using the virtual space to perform visual servoing while
the actual robot is physically performing the reaching
task, it is possible to perform visual servoing unaffected
by the textures of the surrounding physical environment.
Moreover, this approach allows for the collection of training
data to be performed in the virtual space exclusively. This
eliminates the burden of data collection on the physical
experimental setup.

In the method of [19], the presence of obstacles was
not considered. That is, there was no ability to avoid
obstacles on the trajectory of the arm that moves toward
the object. However, obstacle avoidance is often required
when reaching to an object placed on a table, for example.
Therefore, in this study, we maintain the advantage of the
previous work while extending the functionality to enable
both approaching the target object and avoiding collisions
with obstacles.

3.2 Visual Servoing Architecture

Figure 2 shows the global architecture of the proposed
visual servoing method. There are three squares with
red borders, which are new components added from our
previous study. The input data is a tuple of images,
consisting of the current image and the goal image to
be observed by the end of the reaching motion. The

current image is presented as input to a CNN tasked with
generating motions away from obstacles. We refer to this
CNN as CNNavoid below. A second CNN takes both the
current image and the goal image as input and generates
motions for bringing the wrist camera to its intended
goal pose. We refer to this CNN as CNNapproach below.
The motion output from the two CNNs is combined to
compute the actual hand displacement v́g for the present
frame.

Displacement v́g is not guaranteed to be physically
executable on the robot being used. Furthermore, if the
motion causes the target object to leave the camera view
even temporarily, it may cause visual servoing to break
down. Therefore, we adjust v́g on basis of two additional
constraints. Specifically, we apply QP with constraints to
keep the generated joint angles within the admissible range
of each joint, and to keep the target object within the
camera’s field of view at all times. The resulting motion
commands are then sent to the manipulator’s joints for
execution.

In the next section, we explain the two CNNs
architectures, and our method for deriving displacement
v́g from the networks’ outputs. In Section 5, we detail the
QP optimisation process.

4. Motion Generation Using CNNs

4.1 Generating Goal-directed Motion

CNNapproach outputs a pose change vg = (vx, vy, vz, vφ,
vθ, vψ) for the robot’s hand. The network takes two colour
images as input data. Beyond the input layer, the internal
network structure follows that of FlowNet 2.0 [20], an
architecture originally proposed for the purpose of optical
flow extraction. However, diverging from the original
architecture, we introduce a fully connected layer on the
output side with 2,048 in- and output elements. The final
network output is the six-dimensional vector vg.

Training of CNNapproach proceeds as follows. We place
a target object on the table in the virtualised environment.
We set up the camera view, and, assuming that the target
object is visible from the camera, capture an image from
a random hand pose. Then we randomly move the hand
into another pose and capture another image. We call
the former image as Image 1, and the latter as Image 2,
respectively. Repeating this procedure numerous times, we
collect data tuples of image pairs and hand motions. Then
we train the network by setting an image pair as input
and the corresponding hand motion as target output, and
updating connection weights accordingly. The loss function
for the training consists of the squared error of hand pose,
which is represented by six-dimensional vector:

loss = ‖∆x̃ −∆x̂‖2

where ∆x is the vector obtained by subtracting the hand
pose when capturing Image 1 from the hand pose when
capturing Image 2. ∆x̃ is the true value and ∆x̂ is its
predicted value obtained from CNNapproach.
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Figure 3. Left: Conversion of an obstacle to a group of
obstacle elements. Right: A vector from the hand center
to the nth measurement point, and vectors from the hand
center to obstacle elements.

4.2 Generating Collision–Avoidance Motion

CNNavoid outputs a map of values representing collision
safety. Its input is just the current state image. Beyond
the input layer, the network structure follows CNNapproach,
except here the output layer is a vector of collision safety
values for populating the value map.

In order to train the network to produce appropriate
safety values, we need to generate ground-truth data. Here
we explain how we generate this data. We again place a
target object on the table in the virtualised environment.
Additionally, we place randomly shaped obstacle objects
at random positions on the table. Then, we approximate
the obstacles’ shapes as collections of small cubes. We
refer to these cubes as “obstacle elements” below. Figure 3
illustrates this process with a two-dimensional example.
Next, we define a unit sphere surrounding the current hand
position, and place measuring points on the surface of the
sphere at suitable intervals. We let gn denote the vector
from the hand position to the nth measuring point. We let
vom denote the vectors from the hand position to obstacle
elements, with m indexing the obstacle elements. We then
compute the evaluation value Gn for gn as follows.

Gn = max

{
gn ·

vo1
‖vo1‖

, · · · , gn ·
vom
‖vom‖

, 0

}
(1)

In other words, we calculate the cosine similarity for
gn against the vectors to all obstacle elements, select
whichever is largest from this set of similarities or 0,
and use the resulting value as the evaluation value. The
right-hand side of Fig. 3 illustrates the idea, simplified
to two dimensions. The lower the evaluation value for
a given measuring point, the lower the risk of collision
with an obstacle for movements toward that point. The
above procedure treats the hand as a point. Consequently,
when an obstacle exists particularly close to the hand,
edges of the hand may collide with it even when moving
in the direction of an evaluation point with a low Gn
value. We avoid this as follows. We add reference points
on the edges of the hand and compute additional cosine
similarities over gn and the vectors from these points to the
obstacle elements. We add the resulting values to the set
we max over in (1). Consequently, when motion towards a
measuring point would cause an edge part of the hand to

Figure 4. A snapshot of the virtualised environment.

approach an obstacle, that measuring point receives a high
evaluation value, just like when the motion would move
the centre of the hand towards an obstacle.

For the training of CNNavoid that works as describes
above, the following loss function is used.

loss =
1

N

N∑
n=1

∥∥∥G̃n − Ĝn∥∥∥2 ,
where G̃n is the true value, and Ĝn is a predicted value
obtained from CNNavoid.

4.3 Generating Motion from CNN Outputs

The routines detailed in Sections 4.1 and 4.2 above provide
us with two types of information for determining hand
motion. Here we combine these to obtain a single pose
change vector v́g. The procedure is as follows. First, from
the set of points for which evaluation valueGn as computed
in (1) falls below the threshold tg, we select the point for
which gn · vg(xyz) produces the largest value. Here vg(xyz)
refers to the position elements of the vector vg given by
CNNapproach. We call this point gmax. We then construct
pose change vector v́g as follows.

v́g =

(∣∣vg(xyz)∣∣ gmax

vg(ϕθψ)

)
(2)

Here vg(ϕθψ) refers to the orientation elements of vg.
In (2), hand rotation and the length of the translational

motion are retained from vg, whereas the direction of the
motion is replaced by gmax. As gmax corresponds to the
collision-free direction that brings us closest to the target,
defining v́g as above lets us approach the target under strict
collision avoidance conditions. This strategy was found to
be effective in the authors’ experimentation.

However, depending on the placement of obstacles, the
evaluation value of the point in the direction of the target
pose continues to fall below the predetermined threshold
value tg, and deadlock occurs. To prevent this, tg is updated
as follows for each step.

tn+1
g =

{
tng + ε, if vg(xyz) · gmax ≤ 0

tng , if vg(xyz) · gmax ≥ 0
(3)
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Here, ε is a small positive constant and tng represents
the threshold at the nth step. In this equation, when the
target motion for each step is in the opposite direction
from the final target pose, the constraint due to obstacles is
relaxed in the next step. This increases the risk of collision
with obstacles, but in our experience, obstacles can almost
certainly be avoided by setting the initial threshold t0g
small.

5. Mediation of CNNs’ Result by QP

Optimisation

5.1 Formulation as QP Problem

The method described in the preceding section lets us
generate pose change vectors for hand motions. However,
there is no guarantee that these pose changes are physically
realisable by adjusting the manipulator’s joint angles.
Hence, it is necessary to translate these motions into
movement commands in a way that takes the robot’s
physical limitations into account. In the present work, we
consider two constraints. The first is the range of motion
of the manipulator’s joints. The second is the need to keep
the target object within the camera’s field of view at all
times. To obtain solutions that respect these restrictions,
we perform optimisation by means of QP.

QP’s basic form is as follows.

minimise fo =
1

2
xT Qx+ cTx

s.t. fc = Ax − b ≤ 0 (4)

Here Q is a real symmetric matrix, A is a matrix,
and b, c are vectors. The T on the right-hand side of (3)
indicates transposition. We derive the value for x that best
minimises the objective function.

For our proposed method, we define the objective
function as follows.

minimise fo = |v́g − v|2 (5)

Here v́g is the initially obtained per-step pose change
and v is the properly constrained pose change to be derived.
However, what we actually need are angular displacement
values for the manipulator joints, which we denote as q. We
now let J denote the Jacobian matrix, substitute v = Jq
in (5), and perform the following transformation.

minimise fo = |v́g−Jq|2 = qT JT Jq− 2v́g
TJq + v́g

T v́g (6)

The minimisation problem now amounts to deriving
the value q that minimises qTJT Jq− 2v́g

TJq in the
rightmost expression in (6). This in turn amounts to
substituting Q = JTJ and cT = x́g

TJ in (3) and solving
the resulting minimisation problem.

5.2 Constraints

To generate motions that are physically executable for a
given robot, we impose a few constraints. The first concerns
the range of motion for each of the robot’s joints. Assuming

that vectors q, give the upper and lower limits, respectively,
for all of the relevant joints, we define A and b for (4) as
follows.

A =

 I

−I

 , b =

 q

−q

 (7)

Here I is the identity matrix.
The second constraint is that the object to be grasped

should be kept within the camera’s field of view at all times.
The idea is as follows. We let et denote the coordinates
of the target object within the image at time t. To
obtain et, we should first select coordinates in the world
coordinate system corresponding to the surface or interior
of the target object. For example, consider the case where
the hand coordinates for the target pose are given by
the 3D coordinates of a point reached by lowering the
hand straight down from its current position by a given
distance. If the hand camera’s current pose and the camera
parameters are known, we can calculate the coordinates
of this point using perspective projection and coordinate
transformation. Furthermore, given coordinates et and
subsequent coordinates et+1 for time t+1, we can calculate
the displacement between the frames as follows.

et+1 = et+LJq. (8)

Here L is the image Jacobian. To ensure that et+1

stays within a given range, we use the constraint e <
et+1 < e, where e, e indicate the top-left and bottom-
right coordinates of the rectangular area.

6. Experiments

6.1 Experimental Setup

We use the open-source robot simulator Gazebo [21] to
create the virtual environment. We use HIRO (Kawada
Robotics Inc.) as our virtual robot. HIRO is a humanoid
robot with two 6-DOF manipulators, one axis for the waist
and two axes for the neck. Figure 4 shows a snapshot
of our simulation. In the present experiments, only the
left arm is used. A virtual camera was set up to provide
colour images at VGA resolution (i.e. 640 × 480 pixels).
The camera is equipped on the wrist of the left arm, and
installed so that it faces in the direction of the fingertips.

Target objects in our experiments are white with a red
cross texture added on top, as shown in Fig. 5. Obstacles
are grey. These tweaks were found to be effective for
training the visual servoing system. Both training and
operation are performed using the virtualised environment,
so the same setup can be applied. The neural networks are
implemented using tensorflow [22]. For QP optimisation,
we use the cvxopt library [23]. The main specification of
the machine used for training are as follows: CPU: Xeon
3.60GHz (Intel), GPU: Quadro p4000 (Nvidia), RAM:
64GB.
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Figure 5. Virtually defined target objects. The cross
texture is beneficial for learning translational and
rotational camera motions.

6.2 Data Collection and Training for CNNapproach

We generate training data with two data collection
strategies. The first addresses variability of target object
positions, and proceeds as follows. We place the cuboid seen
on the left in Fig. 5 on the table. Then we aim the camera
such that the object is visible, and capture an image. Then
we randomly move the hand some distance, and capture
another image. Again, the target object should be visible.
We store the pair of images along with the camera motion
to the dataset. By repeating this procedure, we collect
20,000 examples. For camera pose selection, we define the
ranges listed below.

• Range 1. Position range: x, y, z: ±100 mm, relative
to a reference point 150 mm above the target object’s
centre. Orientation range: ϕ, θ: ±5◦, ψ: ±30◦.

• Range 2a. Position range: x, y: ±50 mm, z: ±30 mm,
relative to a reference point 80 mm above the target
object’s centre. Orientation range: ϕ, θ: ±5◦, ψ: ±10◦

• Range 2b. Position range: x, y, z: ±10 mm, relative
to a reference point 80 mm above the target object’s
centre. Orientation range: ϕ, θ, ψ: ±5◦

Here ϕ, θ, and ψ denote rotation angles around the
x-, y-, and z-axes, respectively. The x-axis extends forward
from the robot, and the z-axis points upwards. In data
collection, we (a) select both the initial and destination
pose from Range 1, moving the hand position from the
former to the latter, or (b) move the hand from a pose
in Range 2a to a pose in Range 2b. We refer to the data
collected with this method as Dataset A.

The reason for using different ranges is that the quality
of motion required for visual servoing changes as the
reaching action progresses. Sampling from Range 1 yields
data with large differences between the images. This data
allows the system to learn bold motions for when the
current image is significantly different from the target
image. Meanwhile, sampling motions from Range 2a to
Range 2b allows us to improve final positioning accuracy
when the current image closely resembles the target image.

The second data collection strategy addresses shape
variability and proceeds as follows. We prepare primitive
shapes, such as the cuboid and cylinder, shown in Fig. 5,
and randomly vary their sizes within the following ranges:
short side: 30–60 mm, long side: 40–150 mm, height: 20–60
mm. Again we place the objects on the table at random
positions. Then we capture images while performing hand
motions between poses with coordinates x, y drawn from

the range ±30 mm and z from the range ±20 mm, relative
to a reference point placed 80 mm above the object centre.
Angles ϕ, θ are drawn from ± 5◦, and ψ from ±10◦.
Then, we capture examples of small motions by sampling
positions from Range 2b. We collect a total of 20,000
examples with this collection strategy and refer to the
resulting data as Dataset B. We also perform the same
collection procedure with obstacle objects placed on the
table surface, collecting a set of 12,000 examples that we
refer to as Dataset C.

6.3 Data Collection and Training for CNNavoid

Data collection for CNNavoid randomises target object
shapes within the ranges given above in Section 6.2.
Obstacles shapes are set in the same manner as well. We
place zero to three obstacle objects on the table. Obstacle
objects are placed such that their centre coordinates are
at a horizontal distance of 70 to 120 mm from the hand
position. For each generated example, we calculate the
evaluation map introduced in Section 4.2. First, we place
180 measuring points on the sphere surface, using GSS
Generator [24] to obtain near-uniform spacing between
points. Hence, the n of Section 4 is 180 here. We convert
each obstacle object into a set of cubes (obstacle elements)
with a side length of 10 mm each. Then we calculate the
evaluation value for each point.

Using the collected images as input and the cor-
responding evaluation maps as ground truth, we train
CNNavoid. Training logic is the same as for CNNapproach,
except here we train on a single dataset for 500 epochs.
The final loss here was 0.15.

6.4 Simulation-based Experimental Results

We let CNNavoid estimate obstacle presence around the
hand. Figure 6 shows example results. Images on the left
are given to the network as input, and the graphs on
the right show the corresponding network outputs. In the
graphs on the right, differences in color intensity imply
differences in the ease of moving the hand. In the top
example, we see that it is easy to move in the direction of
pulling toward the front, while in the bottom example, we
see that the presence of the obstacle on the left side of the
image is detected correctly.

Figure 7 shows an example of successful visual
servoing in a scene with an obstacle object on the table.
The top four images show snapshots of the robot’s motions,
proceeding from panel (1) to (4) in order. We see that
the hand approached the target without colliding with
the obstacle. The bottom three images show, from left to
right, the initial image from the hand camera, the goal
image, and the image actually obtained by the end of visual
servoing. We see that even from an initial state where the
target object is only partially visible, the system was able
to generate motions that resulted in the capture of an
outcome image closely resembling the goal image. Figure 8
shows the pose transition over time for this example. The
pose stabilised in about 40 iterations. No oscillation was
observed at any time over the course of the motion.
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Figure 6. Verification examples of obstacle detection. The value of each directional point changes according to the risk of
collision.

Figure 9 shows examples of visual servoing outcomes
for a variety of configurations of the target and obstacle
objects. The top row shows the final poses from an
onlooker’s perspective, while the bottom row shows
corresponding images captured from the hand camera.
The robot nonetheless managed to approach the target
while avoiding obstacles, and finally assume a pose nearly
identical to the pose from which the goal image was
captured. We performed a total of 40 visual servoing
sessions. Table 1 shows the mean and standard deviation
of the error for each pose variable, calculated over the
final poses obtained in these sessions. The time cost for

calculating hand motions was approximately 1.2 s per
iteration.

For comparison with the proposed method, we
implemented DEFINet proposed by Tokuda et al. [16] and
trained it on our dataset. DEFINet is a CNN-based visual
servoing scheme that makes it possible to do the positioning
of an object even if a large displacement from the desired
state, like the present study. GlobalPooling incorporated
in DEFINet learning is a process that greatly reduces the
number of variables in the NN, and is said to have the
ability to suppress overlearning. The authors of DEFINet
also claim good positioning accuracy. The results show that
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Table 1
Quantitative Result of Visual Servoing

∆x [mm] ∆x [mm] ∆z [mm] ∆ϕ[deg] ∆θ[deg] ∆ψ[deg]

Average 1.72 3.21 2.61 1.42 0.72 0.33

Std. dev. 1.35 4.62 2.25 2.14 0.55 0.50

Norm
√

∆x2 + ∆y2 + ∆z2 = 4.5
√

∆φ2 + ∆θ2 + ∆ψ2 = 1.6

Figure 7. An example of visual servoing.

the norm of the position error is 12.4 mm and that of the
azimuth error is 3.8◦. Comparing these values to those in
the bottom row of Table 1, it can be seen that the proposed
method has more than twice the positioning accuracy.

We discuss this result. In the present study, data
is collected in a virtual environment, which provides a
sufficient amount of data with a small amount of effort
without concern for overlearning. When the amount of
data is sufficient, the positioning accuracy of our visual
servoing structure was higher than that of DEFINet. In
other words, the proposed combination of the appropriate
use of the virtual environment and the new visual
servoing structure resulted in a system that achieves high
performance.

Next, the relationship between the number of training
data and positioning accuracy was examined. In the
aforementioned experiment, 52,000 (= Dataset A: 20,000
+ Dataset B: 20,000 + Dataset C: 12,000) data were
used. While maintaining this ratio, the number of training
data was reduced and a neural network was trained.
The accuracy of the resulting hand positioning was then
evaluated. Table 2 summarises the results of calculating

Figure 8. Transition of the end-effector pose in the
experiment is shown in Fig. 7. Both position and
orientation approached the goal without vibration.

Figure 9. Examples of visual servoing. Upper panels show
the final end-effector pose and bottom panels show the
images captured at the final pose.

the norm of the error for position and orientation,
respectively.

When the number of data was 6,500, the positioning
error became so large that grasping was difficult. Therefore,
it was found that at least 10,000 training data were
necessary for the grasping task. Note that the training data
used in this experiment was collected while changing the
shape and position of the grasping target and obstacles to
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Table 2
No. of Data versus Positioning Accuracy

No. of data 52,000 26,000 13,000 6,500

Position error [mm] 4.5 19.8 22.3 39.3

Orientation error [deg] 1.6 6.5 8.8 15.5

Figure 10. Reproduced virtual environment.

Figure 11. An example of the experimental results.

accommodate a variety of desk environments. Therefore,
collecting such training data in a real environment will be
very costly. Our framework can virtualise this part of the
process, which greatly reduces the user’s effort.

6.5 Experiment Using an Actual Robot

A target object and some obstacle objects were placed
on a table, and an actual HIRO robot was placed on the
front of the table. In this experiment, the given task is
to pick up one known object placed on the table. Before
making robot motions, the actual environment should be
reproduced in the virtual environment. For this, instance,
segmentation method, YOLACT [25], was used. First,
where and what object exists in the image was estimated,
then the 3D point cloud of a target object was obtained
by referring the depth value captured from an RGBD
camera. Next, a template point cloud that approximates
the object to a rectangular parallelepiped or sphere was
used as a reference, iterative closest point (ICP) algorithm
was applied to find approximated pose of the target
object. For other items placed on the desk, the size and
orientation were roughly estimated by principal component
analysis. They appeared in the virtual environment as a
rectangular parallelepiped. Figure 10 shows an example
environment reproduced. Figure 11 shows an experimental

Figure 12. One case of the background with rich texture.

result. We conducted a total of 20 experiments, 4 times
each, for 5 types of objects. Grasping was successful in all
experiments. Figure 12 shows an experimental example
when a tablecloth with a lot of textured is laid. The
proposed method is not affected by such textures, so
reaching and grasping were achieved without problems.

7. Conclusion

In this paper, we proposed a novel visual servoing
method for generating reaching motions towards objects
to be grasped. Manipulator movement is acquired through
learning. The proposed method uses two CNNs to obtain
the motion for goal-oriented and collision avoidance,
respectively, and then mediate the motions by QP
optimisation. We demonstrated the effectiveness of our
method in experiments using various primitive shapes.
We showed effective learning procedure which uses three
types of data. We showed that with about 52,000 training
data, hand positioning can be achieved with less than
5-mm accuracy in position, and less than 2◦ accuracy
in orientation. By combining image segmentation, shape
primitive fitting, and the proposed visual servoing, a real
robot successfully grasped an object on a table. The robot’s
motion did not fail or vibrate, even if there was rich texture
on the background. These results show that a certain
degree of stability and reliability was confirmed.

Future directions include speeding up the visual
servoing process. We also confirm that the proposed
method works even in a more complicated environment.
Furthermore, this paper presented comparative experi-
ments between the proposed method and a method with
a similar structure, but since end-to-end visual servoing
methods have been proposed in recent years [25], [26], it
is also important to compare them and summarise key
points.
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