


subject to non-linear characteristics and in the presence of
disturbances has also been compared with respect to MPC.

The paper has been divided into six sections. Following
this, the dynamic model of EV has been explained in
Section 2. The controllers are presented in Section 3.
Implementation of controllers has been explained in Section
4 with results in Section 5 and conclusions in Section 6.

2. Dynamic Model of an Electric Vehicle

The vehicle dynamics represent the motion of the vehicle
generated by the steering action, through which the vehicle
is capable of independent motion. In Fig. 1, •r(t)Ž will
give the yaw rate [7] that is measured around the center
of gravity (COG) of the vehicle. The subscript •xŽ is
used to denote that a force •FŽ acts in the longitudinal
direction and •yŽ denotes that a force •FŽ acts in the
lateral direction. FL, FR, RL and RR denote Front Left,
Front Right, Rear Left and Rear Right, respectively. Also,
� is the steering angle [8], and •aŽ and •bŽ are the distances
from the COG of the front and rear axles, respectively. The
longitudinal and lateral tire sti�ness is given by Cx and
Cy , respectively, ([9]). SF L , SF R , SRR and SRL represent
the slip of Front Left tire, Front Right tire, Rear Right tire
and Rear Left tire, respectively.

3. Controllers

The controllers are used to improve the dynamic perfor-
mance of the drive by improving the speed torque charac-
teristics of the electric motor [10], [11]. This paper presents
the implementation of PI, SMC, Fuzzy Logic, ANN, ANFIS
and MPC for an EV drive.

PI is the most basic general closed loop feedback mech-
anism [12], [13]. The governing equation of PI controller
is

G(s) = K p +
K i

s
(1)

Sliding mode control is a speci“c type of the variable
structure control system (VSCS works on switching algo-
rithm) [14], [15]. It tries to stabilize some non-linear sys-
tems, which are not stabilized by continuous state feedback
laws.

Fuzzy logic control mainly depends on the rules formed
by the linguistic variables [16], [17]. Fuzzy logic control
is free of complex numerical calculations, unlike other
methods. It only uses simple mathematical calculations to
control the model [18].

ANNs are information-processing structures providing
the (often unknown) connection between input and output
data by arti“cially simulating the physiological structure
and functioning of human brain structures [19]…[21]. AN-
FIS is an arti“cial intelligence-based controller, which has
been recently introduced in the “eld of inference systems as
an important tool to enhance the pursuance of the power
electronics-based drive systems [22].

3.1 Model Predictive Controller

MPC is based on an explicit and identi“able model of
the controlled system, which is used to pre calculate the
behaviour of the plant and to choose an optimal value
of the control variables [23], [24]. Electrical drives are
of particular interest for the application of MPC for at
least two reasons. Their quite accurate linear models can
be obtained by both analytical means and identi“cation
techniques. Bounds on drive variables play a key role in
the dynamics of the system.

In MPC, the controller selects the next input sequence
based on the prediction of the future system state be-
haviour. More precisely, it chooses the input signal that
minimizes a given cost function of the state. The cost
function can be either an L 2 norm of the state, or an L 1

or L∞ norm. Since the controller must predict the future
system behaviour, the core of MPC is the model of the
system. Let us then consider a discrete-time state-space
model of the form:

x(k + 1) = Ax (k) + Bu(k) (2)

y(k) = Cx(k) + Du(k) (3)

where the system variables x, u and y satisfy the constraints
x�X � Rn, y�Y � Rp, u�U � Rm. The cost function in its
general form is

JN p
= x(k + Np)T (Px (k + Np))

+
N p�

j =1

�
x(k + j Š 1)T (Qx (k + j Š 1))

+ u(k + j Š 1)T (Ru (k + j Š 1))
�

(4)

where Q = QT � 0 weighs the state vector,R = RT > 0
penalizes the control action andP = P T � 0 weighs the
state value at the end of the prediction period Np. The
problem of “nding the best control input for the system
then reduces to solving the minimization of subject to

x(k + j )�X, j = 1 , . . . Np (5)

u(k + j )�U, j = 0 , . . . Np (6)

x(k + j + 1) = Ax (k + j ) + Bu (k + j ), j = 0 , . . . Np Š 1
(7)

Expressing the state at step as the superposition of free
and j-driven response,i.e.,

x(k + j ) = Aj x(k) +
j −1�

h=0

[Ah Bu (k + j Š 1 Š h)] (8)

The cost function can be transformed in a function of the
initial state and of the input sequence only

J
′
N p

(x(k)) =
1
2

x(k)T Yx (k) +
1
2

UT HU + x(k)T F U (9)

where U = [ u(k)T, . . . , u(k + Nu Š 1)T]T �R m Nu is the
vector that contains all the input steps from sampling
instant k to sampling instant k + Nu Š 1, with Nu � Np

being the control horizon. The input is supposed to be
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