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ABNORMAL USER BEHAVIOUR

PERCEPTION METHOD IN SDN

Yabin Xu,∗ Xiaoqiang Li,∗ and Xiaowei Xu∗∗

Abstract

In order to address the security issue of SDN specifically, an abnormal

user behaviour perception solution is proposed. In this solution,

we obtained historical data of users’ network access behaviour from

the flow-table entries of SDN, and applied complex network analysis

to abnormal user behaviour perception. First, user’s network

access behaviours are divided into some sub-clusters. Then, we

quantified user’s network access behaviours by calculating their

relative entropies, which are mapped to the appropriate network

access behaviour patterns. Finally, users’ real-time network access

behaviours within a certain period of time are identified accordingly.

In addition, by calculating the ratio of the sum of relative entropy in

abnormal user behaviour, sub-cluster and the sum of relative entropy

in complex network also can sense the current network security

situation. Comparing with traditional user behaviour perception

methods, this solution has higher recognition accuracy and lower

algorithm complexity. Thus, it effectively improved the computing

efficiency.
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1. Introduction

Because of the cost advantage and of easy control feature
[1], [2], SDN has been widely deployed in data centre. But,
the solution of SDN network security problem has not been
proposed by SDN organizations [3], [4]. For a solution
which is specifically to SDN’s network architecture and
equipment feature, an effectively perception of abnormal
user behaviour in SDN is very essential.

As a kind of new network architecture, SDN network
is still in the initial stage of development, and there is no
method for SDN user behaviour perception. In view of the
traditional network architecture, researchers have proposed
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some methods of user behaviour perception. So, we can
adapt traditional user behaviour perception methods to
SDN and apply them into industries.

There are two types of traditional network behaviour
perception methods. The first type, methods based on
log mining, is mainly to analyse user behaviour by mining
historical information in WEB server log [5]–[7]. But,
the log is the record of users’ accessing behaviour to a
particular server in a past period of time, which may not be
consistent with users’ current accessing behaviour. What
is more, the log only includes local information. Only with
users’ accessing behaviour to a particular server, we cannot
refer users’ accessing behaviour to other servers, and thus
cannot know users’ accessing behaviour in the whole data
centre network. Therefore, the first type of methods is only
suitable for the analysis of user users’ accessing behaviour
to a single server.

The second type, methods based on traffic analysis,
can be subdivided into four categories. The first category
method is based on the statistics. The second category
method is based on rule matching. The third category
method is based on machine learning. The fourth cate-
gory division method is based on dividing sub-clusters of
complex network.

The first category method which is based on statistics
is to extract features of normal and abnormal data flow
and establish rules. In the process of application, the
byte number of each data flow, the packet number of each
data flow, the duration of each data flow, and the time
interval between each data flow is statistically calculated,
and classified according to rules [8], [9]. The first category
method is used widely but has low efficiency and poor
real-time performance.

The second category method, which is based on rule
matching, is to pre-determine the matching rules of differ-
ent data flows and to make deep packet inspection (DPI)
to realize rule matching [10], or to use the established
Markov model to realize rule matching for every packet
[11], [12]. This method can be used to analyse real-time use
behaviour and has high efficiency and high accuracy. But,
it cannot be used to identify data flow with encryption and
unknown flow.

The third category method, which is based on machine
learning, is to extract features of data flow, to establish
support vector machine, artificial neural network and Naive
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Bayesian classifier model based on these features, to adjust
and optimize model through training and test, and finally
to be applied into industries [13]–[16]. Although the
accuracy and efficiency of this method are improved, the
model has the problem of drift.

The fourth category method, which is based on divid-
ing sub-clusters of complex network, is to establish complex
network graph according to users’ accessing behaviour, to
divide users’ accessing behaviour into sub-clusters with
different features by using community detection algorithm,
to match sub-clusters with user behaviour modes, and
thus to identify normal and abnormal users’ accessing
behaviours [17]–[19].

Through the analysis of the structure of data centre
network based on SDN architecture, we can see that a
data centre is composed of a large number of physical or
virtual servers, each server can be regarded as the server
nodes in the network. At the same time, a large number
of users can be considered as user nodes, and a lot of
access relationship between the server nodes and the user
nodes can be regarded as the edges connected the nodes.
Therefore, the network composed of server nodes, user
nodes, and edges can be regarded as a complex network; so,
the theory and method for complex network can be used
to analyse the validity and effectiveness of the relationship
between the user nodes and server nodes.

Above all, we believe that the method based on di-
viding sub-clusters of complex network is advisable. In
addition, in practical, we can easily access to the accessing
behaviour of each data flow via the flow table of controller,
in the sensing process of user behaviour in SDN. Compared
with traditional network, SDN offers easier and convenient
access to current user accessing behaviour. By redrawing
sub-clusters of user accessing behaviour in the current time
window and matching them with, we quickly judge the
legality of accessing behaviour according to the behaviour
pattern and realize the abnormal user behaviour sensing.
In addition, by calculating the ratio of the sum of relative
entropy in abnormal user behaviour, sub-cluster and the
sum of relative entropy in complex network also can sense
the current network security situation.

2. The Scheme Design of User Behaviour Percep-
tion System in SDN

At present, a large number of extensive functions and new
applications are directly realized in the controller of SDN
[20], [21]. In this project, to reduce the burden of SDN
controller, also to meet the need of the transition at the
same time, we apply the user behaviour perception service
to the application layer of SDN as a third-party security
application. The network topology of user behaviour
perception system based on SDN is shown in Fig. 1.

The specific workflow is as follows:

SDN switch send data package which contains infor-
mation of each data flow to controller, according to
OpenFlow protocol. The information includes source
IP, destination IP, source port number, and destination
port number, etc.

Figure 1. Network topology structure of SDN user be-
haviour perception system.

The controller analyses the data package and transmits
the information to user behaviour perception server
through RestAPI interface.
The user behaviour perception server updates complex
network graph according to the IP and port informa-
tion sent by controller and calculates users’ behaviour
patterns. Thus, the potential user abnormal user be-
haviour can be identified and sent to controller.

According to the feedback from behaviour percep-
tion server, for normal data flow, controller will send a
flow-table entry which includes transmission path to SDN
switch; and for abnormal data flow, controller will send
rejected instruction to SDN switch.

3. User Behaviours Sub-Cluster Partition Based on
Complex Network

3.1 Building of Complex Network Graph

In this project, users and servers are abstracted to node N
in network, and the accessing relationship between users
and servers is abstracted as edge E. If there is accessing
relationship between nx and ny, they can be connected by
edge exy. G(n,e) denotes the constructed complex network
graph.

The definition of node and edge of complex network
graph in this project is as below.

Definition 1 (the node n of G (n,e)). In network,
IP represents the host of user or server, and port
number corresponds to different network service. So
the {IP, Port} is defined as a complex network node
n. The analysed node is the source point of complex
network, and denoted by {IP, Port}; the node connected
with source point is destination node, and denoted by
{DstIP, DstPort}.

Definition 2 (the edge e of G (n,e)). In the project,
the complex network graph is constructed according to
the access behaviour of nodes in network. The edge
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Table 1
Performance of Discovery Algorithms

KL Newman GN CNM

Time O(n2) O((m+n)n) O(m2n) O (n*(log2 n))
complexity

Priori Yes None None None

Accuracy Low Higher Higher High

e represents the access relationship between user node
and server node. {SrcIP, SrcPort, DstIP, DstPort}
denotes the connection in the network.

In SDN data centre network, the information of Sr-
cPort, DstPort, DstIP, and SrcIP is extracted from the
flow-table sent by controller and used to build the original
complex network graph.

3.2 User Behaviour Sub-Cluster Partition

By analysing complex network graph, we can get access
rules of each node and divided nodes with same accessing
rules into a behaviour sub-cluster. The identifying algo-
rithms of behaviour sub-cluster can use community dis-
covery algorithm in complex network and social network
[22], [23]. There are some classic algorithms of identifying
behaviour sub-cluster, such as KL algorithm [24], Newman
algorithm [25], GN algorithm [26], CNM algorithm [27],
etc. In addition, there are a lot of improved algorithms
[28]–[31]. Table 1 shows the performance of each classical
algorithm. Among them, m represents the edge, and n
represents the node in the network.

Among them, CNM algorithm does not require priori
information and has the higher accuracy. For CNM algo-
rithm, the time complexity is only O (n*(log2 n)), which
is closer to linearity and more suitable for sub-cluster par-
tition in large-scale complex network. So, we use CNM
algorithm to divide sub-cluster in complex network graph.

In CNM algorithm, modularity is used to describe the
tightness between user behaviour sub-clusters. Modularity
refers to the difference between ratio of edge number in
sub-cluster Ci to total edge number and ratio of the number
of edges connected to sub-cluster Ci to total edge number.

The formula is defined as

Q =
∑

i
(eii − a2i ) (1)

Among them, eii represents the ratio of edge number in
sub-cluster Ci to total edge number, ai =

∑
j eij represents

the ratio of the number of edges connected to sub-cluster Ci

to total edge number. CNM algorithm starts to divide sub-
cluster when each node occupy a community and merges
clusters in the direction of maximum modularity increasing
or minimum modularity decreasing. Thus, we can get the
maximum network modularity.

In order to improve the efficiency of CNM algorithm,
three data structures are used [17].

(1) Modularity increment matrix: ΔQ : ΔQ stores each
row of matrix as a balanced binary tree. We can
find arbitrary element Δqij in time O(logn) by using
balanced binary tree structure. Δqij is the modularity
increment between sub-cluster Ci and Cj .

(2) Big top heap: H : H stores max{Δqij}, the max value
of row i in modularity increment matrix ΔQ, and also
i and j, the number of two corresponding sub-clusters.

(3) Auxiliary vector matrix a : a is used to store ai in
modularity calculation.

The specific steps of CNM algorithm are as below.

Step 1. To initialize ΔQ and H

We denote each user node in the network as a sub-
cluster. The initial modularity is Q=0, ai = ki/2m. Ki

indicates the connection degree of node i. We use (2) to
initialize Δqij in the modularity incremental matrix ΔQ:

Δqij =

⎧⎪⎨
⎪⎩

1

2m
− kikj

(2m)2
if node i and node j connected

0 if node i and node j not connected

(2)

Building the largest heapH by extracted the max value
of each row in initialized modularity increments matrix
ΔQ.

Step 2. To merge sub-clusters

We choose the max Δqij from big top heap H, merge
Ci and Cj , the corresponding user behaviour sub-clusters,
and denote the merged sub-cluster as Cj .

Step 3. To update data

(1) To update modularity increments matrix ΔQ

Remove the element in i-th row and j-th column from
ΔQ and use the following formula to update the j-th
row and j-th column element.

Δqij =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Δqik +Δqik if Sub – cluster Ck

connected to Ci and Cj

Δqik − 2ajak if Sub – cluster Ck is only
connected to Ci

Δqjk − 2aiak if Sub – cluster Ck is only
connected to Cj

(3)

(2) To update big top heap H

According to the updated ΔQ, we update the big top
heap H.

(3) To update auxiliary vector matrix a

According to the result of the merging, we use formula
ai = ai + aj to update ai, which is corresponding to
the sub-cluster Cj .

(4) To record the merged value of modularity

The value of mergedmodularity isQ=Q+max {Δqij}.
Step 4. To repeat Steps 2 and 3 until max {Δqij}< 0.

Thus, sub-clusters in number of P are obtained.
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4. Identifying User Behaviour Pattern

The nodes in each sub-cluster obtained from user be-
haviours sub-cluster partition by using CNM algorithm
have same behaviour. But, the pattern of behaviour still
cannot be determined. In the following, we quantified
accessing behaviours by computing relative entropies and
mapped the relative entropy to the corresponding user
behaviour pattern.

4.1 Representation of User Behaviour Pattern in
Sub-Clusters

Information entropy describes the uncertainty of event,
which is related to the probability of the event. The smaller
the probability of the event is, the greater the uncertainty
is. On the contrary, the greater the probability of event to
occur is, the less the uncertainty is.

We suppose that {SrcIP, SrcPort, DstIP, DstPort} is
used to describe users’ accessing behaviour in complex
network. x can be any one of SrcPort, DstIP, DstPort. The
value of x is in discrete set A= {a1, a2, . . . , an}. We denote
m as the total accessing time of SrcIP when it has relation
with all the elements of set A, and mi as the accessing time
of SrcIP when it has relations with ai. So, the probability
that SrcIP has relation with ai is p (ai)=mi/m. Entropy
x is defined as

H(x) = −
∑n

i=1
p(ai) log p(ai) (4)

When the value of x follows equal-probability dis-
tribution, the information entropy is max. Hmax(x)=
logmin{n,m}. General accessing time m>n, so accessing
time n meets 2Hmax(X). We suppose that n≥ 2 and
m≥ 2 (the uncertainty of value exists). In order to take
normalization process of information entropy, the relative
entropy R(x) is defined as

R(x) =
H(x)

Hmax(x)
=

H(x)

logmin{n,m} (5)

where R(x) represents the statistical uncertainty of x:
When R(x) is small, the value of x is relatively certain,
which means that the accessing frequency to one or more
locations is relatively high. If R(x) is large, the value of
x is distributed evenly, and the accessing uncertainty of is
relatively large.

When analysing a user’s behaviour, we can calculate
the time of network connection of three types: {SrcIP,
SrcPort, *, *}, {SrcIP, *, DstIP, *}, and {SrcIP, *, *,
DstPort} by user’s SrcIP. * is an arbitrary value. {SrcIP,
SrcPort, *,*} is the accessing behaviour which is corre-
sponding to DstIP and DstPort when SrcIP and SrcPort
are arbitrary values. {SrcIP, *, DstIP, *} and {SrcIP, *,
*, DstPort}, respectively, represent all accessing behaviour
of SrcIP to DstIP and of SrcIP to DstPort. According to
the connection time that we calculated, we apply relative
entropy theory to calculate relative entropy of different
elements in the four tuple, and respectively, denote as
R{SrcPort}, R{DstIP}, and R{DstPort}. R{SrcPort}, R

Figure 2. Accuracy rate of behaviour perception when α
takes different value.

{DstIP}, and R{DstPort}, respectively, represent the rela-
tive entropy of {SrcIP, SrcPort, *,*}, {SrcIP, *, DstIP, *},
and {SrcIP, *, *, DstPort}.

Given a user’s SrcIP, we calculate the relative en-
tropy R{SrcPort}, R{DstIP}, and R{DstPort}, respec-
tively, by using the following rule to map the relative
entropy R(X):

R′(x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−1, if 0 ≤ R(x) ≤ 1− α

0, if 1− α < R(x) < α

1, if α ≤ R(x) ≤ 1

(0.5 ≤ α ≤ 1) (6)

The mapping set we get, R(SrcIP)={R′{SrcPort},
R′{DstIP}, R′{DstPort}}, is the user behaviour pattern.
R′(x)=−1 indicates that SrcIP have connection with few
x, and the connection is normal; R′(x)= 0 indicates that
SrcIP have connection with some x but it is no more
than the threshold of α, and the connection is normal but
with a certain risk; R′(x)= 1 indicates that SrcIP have
connections with a large number of x, and this kind of
connection may be sniffer scanning. x∈ {SrcPort, DstIP,
DstPort}.

For a DstPort, the value of relative entropy R{SrcIP},
{DstIP}, {SrcPort} can also be calculated, and then
be mapped with the above rules. The mapping set
R(DstPort)= {R′{SrcIP}, R′{SrcPort}, R′{DstIP}} is the
behavior patterns of this access. If R(x)= 1, said that has
connections with a large number of x, such connections
could be DDOS attack.

The value of α decides the home range of the R(x)
and affects the estimate for node’s behaviour patterns
by mapping set R(SrcIP), thereby further affecting the
perception of user behaviour.

Based on statistical data of user accessing behaviour
in data centre network, the experiment result shows that
the accuracy of user behaviour is as below when α takes
different values.

Figure 2 shows that the accuracy of behaviour percep-
tion varies with α, when α=0.84, the accuracy of behavior
perception is the maximum, which is 89.1%. So, α=0.84
is taken as the boundary point of R(x) in this paper.
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Table 2
User Behaviour Pattern

Behaviour Behaviour Patterns

Client–Server (Web, FTP, Email, . . . ) {−1, 0, 1}, {−1, 1, 1}

IP scan {−1, 1, −1}, {1, 1, −1}

Port scan {−1, −1, 1}, {1, −1, 1}

DDOS {1, −1, −1}, {0, −1, −1}

Unknown pattern The pattern is added to the known pattern table after

analysing the sub-clusters of unknown pattern

Table 3
Computing and Identifying Method of User Behaviour

1 Input:relative entropy set of node ni;

2 Output:user behaviour pattern

3 Calculate user behaviour pattern of node ni in sub-cluster M(x)

4 Switch user behaviour pattern M(x)

5 Case Client–Server pattern, M(x)= {−1, 0, 1}, {−1, 1, 1}
6 Labelled the pattern of node ni by common port, such as 80(web) and 11(FTP)

7 Labelled the pattern of node ni by self-defined port, such as 3306(mysql)

8 Case port scanning pattern, M(x)= {1,−1, 1}, {−1,−1, 1}, etc.
9 Mark ni as port scan mode

10 Case IP scanning pattern, M(x)= {−1, 1,−1}, {1, 1,−1}, etc.
11 Mark ni as IP scan pattern

12 Case DDOS pattern, M(x)= {1,−1,−1}, {0,−1,−1}, etc.
13 Mark ni as DDOS pattern

14 Default mark ni as unknown pattern

The common user behaviour and user behaviour pat-
tern is shown in the Table 2.

Computing the relative entropy of user node, then
quantitative and mapping with user behaviour patterns.
Thus, we can determine the user’s behaviour patterns.

The computing and identifying method of user be-
haviour is given in Table 3.

The algorithm of calculating user behaviour pat-
tern according to R(SrcIP) and R(DstPort) is similar to
above.

4.2 Identifying Sub-Cluster Behaviour Pattern

The user behaviour pattern can be identified according to
the behaviour pattern of nodes in the sub-clusters. When
the user behaviour is quantified, the value of α may affect
the identifying of node behaviour pattern. So, the node
behaviour pattern in one sub-cluster may not be same.
For example, sub-cluster C contains m user nodes, among
them, m− 2 nodes are client-server pattern, node n1 is IP
pattern and node n2 is unknown pattern.

To identify the user behaviour pattern of the corre-
sponding sub-cluster, the behaviour patterns of all nodes
in one sub-cluster are statistically analysed by using prob-
ability formula Pn=Cn/Call. Cn represents the number
of nodes that belong to the pattern n in sub-cluster C.
Call represents the total number of nodes in sub-cluster C.
Pn is the ratio of the number of nodes that belong to the
pattern n in sub-cluster C to the total number of nodes in
sub-cluster C. The greater the value of Pn is, the more the
number of nodes that belong to the pattern n in sub-cluster
C is. According to the maximum likelihood principle, the
bigger the ratio of pattern n in sub-cluster C is, the bigger
the possibility that the behaviour pattern of sub-cluster C
is n. So, we take the behaviour pattern that most nodes
in sub-cluster C belong, as the behaviour pattern of the
sub-cluster C.

We can identify the behaviour patterns of all the
sub-clusters in complex network graph, by computing be-
haviour pattern of the sub-clusters. The sub-clusters and
their behaviour patterns together constitute user’s be-
haviour perception pattern.
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5. User Behaviour Perception

In the paper, we analyse user accessing behaviour by using
rolling time window. Since that the user node n may have
few accesses, and also accessing behaviour may change
over time, the original behaviour pattern of user node may
not be correct. So, the behaviour sub-clusters of user
node n that falls into the access time window need to be
recalculated. Then, we identify whether user’s behaviour
is abnormal according to the behaviour pattern of new
behaviour sub-clusters.

In addition, through calculating the ratio of the num-
ber of edges in abnormal user behaviour sub-clusters and
the number of the edges in complex network diagram
within a specific time window, we can perceive the security
situation of entire data centre network. It can also be
converted to calculate the ratio of the sum of relative en-
tropy in abnormal user behaviour sub-cluster and the sum
of the relative entropy in complex network for the network
security situational within a specific time window.

The algorithm used to user behaviour perception is in
Table 4.

In the user behaviour perception process, it is not only
to identify whether the user behaviour is abnormal but also
to update the behaviour perception pattern. By updating
complex network graph and re-dividing sub-clusters of user
accessing behaviour that falls into the time window, it
realizes the dynamic update of user behaviour perception
model, improves the accuracy of user behaviour perception
pattern, and solves the problem of concept drift in the
traditional methods.

Table 4
User Behaviour Perception Algorithm

1 Input: accessing information of user nodes that fall into the accessing window

2 Output: the identifying result of user behaviour

3 GetNewNote(a) // Gets the node that falls into the access time window

4 UpdateComplexNet(a) // update complex network

5 ChangeSubvariety(a) // re-divide sub-clusters of a

6 GetBehaviorModle(a) // get behaviour patterns of a

7 ReturnResult(a) // return identifying result of user behaviours

8 if (the pattern of a is client-server)

9 return(normal behaviour)

10 if (the behaviour pattern of a is IPScan or PortScan)

11 return (sniffer scanning)

12 if (the behaviour pattern of a is DDOS)

13 return (DDOS Attack)

14 if (the behaviour pattern of a is unknown.)

15 return(unknown user behaviour)

6. Experiment Result and Analysis

In the experiment, firstly, we divided the complex net-
work of user accessing behaviours into sub-clusters.
Then, we used Naive Bayesian Network (NBN), BLINC,
and our method to perceive users’ network access-
ing behaviour. Finally, we compared the accuracy
of behaviour perception and time complexity of three
methods.

We use DARPA98 data set in the experiment. The
data of first 2 weeks is used as training set, and the data of
last week is used as testing set. For a better comparison, in
the experiment, the packets that cannot be recognized are
removed, and only the packets that have been marked are
used. In the experiment, we averaged the accuracy rates
of five tests as the last result.

6.1 User Behaviour Sub-Cluster Partition

We constructed the complex network graph based on the
data of first 2 weeks in data set. Then, we divided the
complex network graph into sub-clusters. The result is
shown in Figs. 3 and 4.

By comparing above two graphs, we can see that our
project has a better dividing result of user behaviour sub-
cluster. Among the four kinds of sub-clusters, the Client–
Server behaviour sub-cluster is the biggest, IPScan and
PortScan sub-clusters are smaller, and no DDOS attack
sub-cluster. It is completely consistent with the actual
situation of data sets.
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Figure 3. Complex network of network accessing be-
haviour.

Figure 4. Dividing result of user sub clusters.

Table 5
Accuracy of User Behaviour Perception (Unit %)

HTTP FTP E-mail IPScan PortScan DDOS

NBN 74.83 77.27 76.02 75.71 74.39 75.66

BLINC 76.54 82.09 83.91 79.53 81.62 80.74

This 80.27 86.14 85.74 86.10 87.31 85.11
scheme

6.2 The Accuracy of User Behaviour Perception

Table 5 is the accuracy rate of different methods when we
use the same testing set.

Figure 5. The accuracy rate curve of user behaviour per-
ception.

In Table 5, HTTP, FTP, and E-mail belong to Client–
Server pattern; IPScan and PortScan are, respectively,
IP scan pattern and port scan pattern; and DDOS for
distributed attack pattern.

Figure 5 shows the accuracy rate curve of user be-
haviour perception based on Table 5.

By comparing the accuracy rates of four different be-
haviour patterns and overall in Table 5 and Fig. 4, we
can see that the overall accuracy rate of our project is
highest. Compared with BLINC, our project has a slightly
higher accuracy rate of dividing for Client–Server (HTTP,
FTP, E-mail) pattern. The accuracy rate of dividing for
IPScan, PortScan, and DDOS patterns improved greatly
in our project. Compared with NBN, our project has supe-
riority in identifying Client–Server, IPScan, PortScan, and
DDOS.

6.3 Time Complexity

NBN consists of three parts: extracting statistical char-
acteristics of data stream, establishing classifier based on
Bayesian, and computing support vector machine (SVM).
If we assume that the number of data packets is p, the
time of extracting statistical characteristics of data stream
is O(p). The time complexity of establishing classifier and
the computing SVM is larger than O(p). The time length
of NBN depends on the number of packets to be extracted.
However, the network traffic follows heavy-tail distribu-
tion, which means most of traffic only belongs to a small
number of data stream. Thus, n is proportional to nβ, and
β > 2, namely O(p)>O(n2).

BLINC consists of two parts: constructing user pattern
and matching user pattern. So far, the best data mining
algorithm of constructing user pattern is frequent sub-
graph algorithm. The time complexity of frequent sub-
graph algorithm is O(n4 *m*2m). n is the number of data
flow and also the number of points in the graph. m is
the number of edges in the graph. The time complexity
of its matching pattern is O(kn). k is the number of
patterns. Therefore, the complexity of the algorithm is
about O(n4 *m*2m).

Our method mainly consists of four parts: constructing
complex network, dividing CNM sub-clusters, calculating
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user behaviour pattern, and identifying the sub-cluster
behaviour pattern. The time complexity of constructing
complex network is O(m). The time complexity of dividing
CNM sub-clusters is O(n*(logn)2). The time complexity
of calculating user behaviour pattern and identifying the
sub-cluster behaviour pattern is O(n). m is the number
of edges in network graph, and n is the number of nodes.
Assuming that the complex network graph is the most
complete graph, the total number of edges in graph is
n(n−1)

2 . Then, the time complexity of our project is only
O(n2).

In summary, the method in our project has the lowest
time complexity.

7. Conclusion

Effectively perceiving abnormal user behaviour in SDN
and appropriately taking defensive measures are important
to the security of SDN. Therefore, a user behaviour per-
ception system scheme of SDN is put forward in the form
of third party applications. Based on this, a behaviour
perception mechanism based on complex network analysis
is proposed in this paper. Firstly, the complex network
graph is established based on the data of user network ac-
cessing behaviour within a rolling time window. Secondly,
sub-clusters are divided according to their behaviour char-
acteristics. Next, the relative entropy which describes user
accessing behaviour is computed. Finally, we match the
quantified result with the corresponding user behaviour
pattern. When our project is used to perceive user be-
haviour, we only need to re-divide sub-clusters of nodes
that fall into the rolling time window, based on the updated
complex network graph. Then, the user behaviour pattern
of new sub-clusters is the pattern of user behaviour. So,
the perception of abnormal user behaviours is realized. In
addition, we also give a simple method for network security
situational awareness.

The experiment result shows that our method not only
has a higher accuracy rate than traditional methods but
also reduces the time complexity of algorithm. It is proved
that the method of user behaviour perception proposed
in this paper can solve the problem of user behaviour
perception in SDN. It is important to improve the security
of SDN.
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