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Abstract

In this study, the use of an extreme learning machine (ELM) for

automatic identification of the adhesion state is investigated. The

influence of different activation functions and the number of neurons

in the hidden layers on the recognition performance is investigated.

This study aims to select a better activation function and construct

an approach for the adhesion state recognition by using an ELM.

Monitoring data on the adhesion characteristics of a heavy-duty

locomotive are used to fabricate the recognition model. Comparing

with the backpropagation (BP) neural network and a BP optimized

algorithm, the experimental results show that our ELM recognition

method has a faster training speed and higher recognition accuracy

than the other two approaches.
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1. Introduction

Precise automatic recognition of the wheel–rail adhesion
state is an important prerequisite for adhesion control [1].
Many recognition methods have been used in traditional
approaches to automated adhesion control. The adhesion
state has been estimated using wheel encoders, inertial
measurement, and global positioning system (GPS) [2].
Operating data from a measuring device mounted on a
locomotive wheel and filtering processing have been used to
estimate the current state of adhesion [3]. An alternative
strategy estimated the adhesion coefficient from the creep
velocity and used this to determine the current state of
adhesion [4]. There are numerous drawbacks to these
methods. All identify the adhesion state only after a fault
has occurred; precise analysis of the mechanisms involved
is difficult; and hardware installation is both expensive and
challenging to realize in practical engineering applications.
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The change in adhesion state is a complex process,
which is affected by multiple factors, producing a com-
plex nonlinear relation between factors and outcomes.
Fault prediction and analysis is particularly challenging.
Machine learning algorithms can investigate the intrin-
sic relations among factors using input information and
identify mappings in seemingly unrelated data [5]. This
is particularly advantageous when addressing such com-
plex problems.

As machine learning has developed, a range of intelli-
gent methods have been applied to adhesion control. Opti-
mized recurrent neural networks have been used to optimize
the parameters of the adhesion controller in locomotive ad-
hesion [6]. In [7], a backpropagation (BP) neural network
was used to estimate the reference speed of a vehicle an-
tilock brake system (ABS) system, improving the accuracy
of parameter acquisition. A method for predicting wheel
slip based on a support vector machine and an adhesion
theory was presented in [8]. Adhesion state recognition
based on traditional neural network and support vector
machine has avoided detailed analysis of the mechanism of
slippage that traditional methods find challenging, but out-
standing problems with this approach include a slow learn-
ing speed [9], [10] and difficulty in adjusting the parameters.

The extreme learning machine (ELM) is a new type
of learning algorithm based on a single-hidden layer feed-
forward neural network [11]. In the training process, this
algorithm randomly generates the connection weights be-
tween the input and hidden layers and the threshold of the
hidden layer neuron; also, it does not need to be adjusted
repeatedly. By setting the number of neurons in the hid-
den layer, a unique optimal solution can be obtained. The
ELM offers a faster learning speed and better generaliza-
tion, thereby avoiding the defects of traditional learning
methods, and has attracted increasing research attention
[12]–[15]. However, it has not yet been applied to adhesion
state recognition.

The rest of this paper is organized as follows. Section 2
introduces the adhesion characteristics. Section 3 discusses
our construction of the adhesion state recognition model in
ELM. Section 4 introduces our experimental comparison
of three recognition methods and presents the results.
Section 5 gives our conclusions.
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Figure 1. Adhesion characteristic curve.

2. Adhesion Characteristics

Adhesion is essentially an elastic contact interaction be-
tween a wheel and rail. When subjected to tangential
traction, the wheel pair rolls forward and the resulting
pressure causes deformation to occur between the wheel
and rail. Simultaneously, the positive pressure that the car
body imposes on the rail keeps the contact surface between
the wheel and rail relatively stable. This phenomenon is
called “adhesion”. In this process, the wheel pair speed vd
is greater than the speed of the train vt and the difference
between the two is defined as the creep speed vs. The ratio
of the tangential traction force Fu acting on the wheel and
the axle load W · g is defined as the adhesion coefficient μ.
The related expressions are as follows [16]:

vs = vd − vt (1)

vd = ω ·R (2)

μ =
Fu

W · g (3)

where R is the radius of the locomotive wheel pair, ω
is the angular velocity of the wheel pair, vt is the speed
of the train, W is the axle load, g is the acceleration
owing to gravity, and Fu is the tangential traction. From
(3), it can be seen that, with a given axle load, the
locomotive traction force is proportional to the adhesion
coefficient, so the adhesion coefficient can represent the
change in traction force. Numerous experimental studies
and theoretical analyses have shown that the adhesion
characteristics can be characterized by the relation between
the adhesion coefficient μ and the creep speed vs. The
adhesion characteristic curve is shown in Fig. 1 [17].

It can be seen from Fig. 1 that the adhesion char-
acteristic curve reaches a peak, the curve splits into two
regions: a creep region and a slip region. If the locomo-
tive enters the slip region, there is a danger of slipping or
even of derailment. So timely and accurate identification
of the adhesion state is important when predicting failure.
However, there is insufficient time to prevent slipping when

the operating point of the locomotive is close to the peak
point, even if it is accurately predicted.

In this study, we proposed an ELM-based recognition
method to have an early prediction of a fault from refine-
ment of the adhesion characteristics. The accuracy and
real-time performance of our approach are investigated
experimentally and compared with other methods.

3. Recognition Model of the Adhesion State by
Using an ELM

3.1 Extreme Learning Machine

An ELM has a three-layer network structure: an input
layer, a hidden layer, and an output layer, with a connect-
ing structure between the layers [18]. Suppose that the
input layer has n neurons, the hidden layer has l neurons,
the output layer has m neurons, and the connection weight
matrix between the input and hidden layer is w. The
activation function of the hidden layer neuron is g(x), and
the output of the ELM T can be defined as [19]:

T = [t1, t2, . . . , tQ]m×Q (4)

tj =

⎡
⎢⎢⎢⎢⎢⎢⎣

t1j

t2j
...

tmj

⎤
⎥⎥⎥⎥⎥⎥⎦
m×1

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

l∑
i=1

βi1g(wixj + bi)

l∑
i=1

βi2g(wixj + bi)

...

l∑
i=1

βimg(wixj + bi)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
m×1

(j = 1, 2, . . . , Q)

(5)

where wi = [ωi1, ωi2, . . . , ωin];xj = [x1j , x2j , . . . , xnj ]
T , ωji

represents the connection weight between the ith neuron
of the input layer and the jth neuron of the hidden layer,
Q is the number of samples, βjk represents the connection
weight between the jth neurons of the hidden layer and
the kth neuron of the output layer, b is the threshold of
the hidden layer neuron, T ′ is the transposition of matrix
T , H is the hidden layer of the output matrix of the neural
network, and β is the weighted matrix by which the hidden
layer connects with the output layer. Therefore, the output
of ELM T ′ from (5) can be simplified as follows:

Hβ = T ′ (6)

The difference between the ELM and traditional neural
network is its premise of an infinite differentiable activation
function. The parameters of an ELM do not need to be
adjusted in their entirety. Instead, w and b are randomly
selected and unchanged before and during the training pro-
cess. Only adjusting the number of neurons in the hidden
layer can obtain a unique solution from (6): β̂=H†T ′,
where H† is the generalized inverse of H [20]. Therefore,
ELM has fewer parameters, a faster learning speed, and a
more generalized performance than the traditional neural
network.
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Figure 2. The recognition region.

3.2 Recognition Mode

To allow timely prediction of locomotive slipping, more ac-
curate recognition of the adhesion state between the wheel
and rail is needed. For practical and accurate estimation
of the adhesion state, the adhesion coefficient μ and creep
velocity vs are used as the inputs to the recognition model,
and the adhesion characteristic curve is subdivided into
four regions: normal (N), fault symptom (N1), small fault
(F1), and large fault (F2). In the ELM model, {i=1, 2,
3, 4} represented the four regions and the number of
neurons in the output layer of the ELM is set to one. The
division of the recognition region is shown in Fig. 2.

3.3 Activation Function

In this study, four types of activation function are com-
pared: a sigmoid function, a sin function, the hard-limit
transfer function, and the radial basis function (RBF):

Sigmoid : g(wix+ bi) =
1

1 + (exp(−wix+ bi))
(7)

Sin : g(wix+ bi) = sin(wix+ bi) (8)

Hard-limit : g(wi + bi) =

⎧⎨
⎩
1, wix+ bi ≥ 0

2, wix+ bi < 0
(9)

RBF : g(wi, bi, x) = exp

(
−‖x− wi‖2

b2i

)
(10)

3.4 Recognition Model

The recognition process of the adhesion state based on the
ELM is shown in Fig. 3 and is conducted as follows:

1. Randomly select training and test sets from the sample
data.

2. Determine the number of hidden layer neurons.

Figure 3. The recognition process.

Table 1
State Type

State Type State Encoding

Normal (N0) 0 0 0

Failure symptom (N1) 0 0 1

Tiny fault (F1) 0 1 0

Large fault (F2) 1 0 0

3. Select the activation function of the ELM.

4. Train the ELM model and conduct state recognition
of the test samples.

4. Simulation Study

In all, 323 data sets are collected from an engineering site,
279 of them are used as the training set and the rest are as
the test set. To meet the engineering requirements, white
Gaussian noise is added to the test data, with the mean
being 0 and the variance being 0.02.

For performance comparison with the ELM, a BP
neural network and an optimized BP neural network based
on a genetic algorithm (GA-BP) are also used as state
recognition models. The experiments are conducted on
MATLAB R2015b, with a dual core 1.8GHz CPU, 4GB
of memory PC.

4.1 Simulation of the BP Neural Network

Neural network is a classic intelligent algorithm that is
widely used in optimization and identification research
[21]–[23]. This section presents the use of the BP neural
network for conducting an experimental research. As
shown in Table 1, the empirical formula l=2n+1 is used
to simulate the BP neural network, where l is the number
of hidden layer nodes and n is the dimension of the feature
vector. The hidden layer node number of the BP neural
network is set to 5, the adhesion coefficient μ and creep
velocity vs are the input variables, and the state type used
the binary encoding form. This represented a BP neural
network with a 2× 5× 3 structure, with accuracy set to
0.01 and the default values used for the other parameters.
A schematic diagram of the structure is shown in Fig. 4,
the simulation error curves are shown in Fig. 5, and the
recognition results are shown in Table 2.
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Figure 4. Schematic diagram of the structure of BP neural
network.

Figure 5. Simulation error curves.

Table 2
Recognition Results

The Result of

Fault Number of Recognition Accuracy

Types Samples N0 N1 F1 F2 Rate (%)

N0 6 5 1 0 0 83.33

N1 7 0 4 3 0 57.14

F1 9 1 0 7 1 77.78

F2 22 0 0 1 21 95.45

Because the BP neural network used in this experi-
ment has a single-hidden layer structure, the weights and
thresholds are not optimized, the randomness of the ini-
tial values of the network parameters is greater, and the
recognition results are poor. Increasing the depth of the
network and optimizing its weight, threshold, and network
structure would yield better recognition results.

4.2 Simulation of the BP Neural Network Based on
a Genetic Algorithm

A GA is a heuristic stochastic optimization algorithm that
is based on an evolutionary approach [24]. GA is widely
used for algorithm optimization [25], [26]. Through the
adaptive operations of selection, crossover, and mutation,
an optimal solution can be converged upon in any domain
that contains such an optimal solution [27]. The traditional
BP neural network has drawbacks of slow convergence, os-
cillation in convergence, and convergence on local optima.
A GA can be used to compensate for these defects. The
optimization of a BP neural network in this way involves
population initialization, calculation of a fitness function,
selection, crossover, and mutation. We discuss these in
turn.

4.2.1 Population Initialization

In this study, a GA chromosome code with a binary form is
used. The recognition model has two inputs, three output
layer nodes, and five hidden layer nodes. The weight from
the input layer to the hidden layer is 2× 5wij , the weight
from the hidden layer to the output layer is 5× 3wjk, the
hidden layer had five thresholds, and the output layer had
three. The number of optimization parameters is therefore
2× 5+5× 3+5+3=33. Encoding of both setting weight
and threshold is done with 10 bit binary numbers, giving a
binary code length of 330.

4.2.2 Fitness Function

To keep the error between the predictive value and the ex-
pected value of the BP neural network within a reasonable
range, the sum of the absolute values of the training data
prediction error is used as the individual fitness value F .
This is given as follows: F = k(

∑n
i=1 abs(Yi −Ti), where n

is the number of output nodes, Yi is the expected output of
the ith node of the BP neural network, Ti is the predictive
output of the ith node, and k is the coefficient.

4.2.3 Crossover and Mutation

The roulette method is adopted for selection. This selection
strategy takes the proportion of fitness as the starting point
so that the selection probability px of individual x is given
as follows:

px =
fx∑N
j=1 fj

(11)

fx =
k

Fx
(12)

where Fx is the fitness value of individual x, N is the
population, and k is the coefficient. In this experiment,
the crossover operator used single point crossover, the
crossover probability is 0.7, and the mutation probability
is 0.01. The evolutionary process of the GA is shown in
Fig. 6, the error descent curve of the BP neural network
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Figure 6. Evolutionary process.

Figure 7. Error descent curve of GA-BP.

Table 3
Recognition Results

The Result of

Fault Number of Recognition Accuracy

Types Samples N0 N1 F1 F2 Rate (%)

N0 6 6 0 0 0 100

N1 7 0 7 0 0 100

F1 9 0 0 9 0 100

F2 22 0 0 0 22 100

optimized by the GA is shown in Fig. 7, and the recognition
results are shown in Table 3.

Comparing the results showing in Figs. 5 and 7, the
GA-BP neural network is able to achieve the preset accu-
racy after 19 iterations, which is 17 fewer than the tra-
ditional BP neural network to yield a faster convergence
rate. As it can be seen from Tables 2 and 3, the GA opti-

Figure 8. The effect of the number of hidden layer neurons.

Figure 9. Schematic diagram of ELM structure.

Table 4
Recognition Results of ELM

The Result of

Fault Number of Recognition Accuracy

Types Samples N0 N1 F1 F2 Rate (%)

N0 6 6 0 0 0 100

N1 7 0 7 0 0 100

F1 9 0 0 9 0 100

F2 22 0 0 0 22 100

mization method used in this study significantly improved
the recognition accuracy of the BP neural network.

4.3 ELM Simulation

4.3.1 Comparison of Different Activation Functions

Equations (4)–(6) are used to study the effect of different
activation functions and the number of hidden layer neu-
rons on the accuracy rate. In the comparison testing, the
four commonly used activation functions discussed above
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Table 5
Comparison Results

Number of Training Accurate Rate of
Method Parameters Time (s) Test Set (%)

BPNN 1 29.42411 84.09

GA-BP 6 0.344946 100

ELM 1 0.159189 100

are used, and the number of hidden layer nodes is in the
range from 1 to 10, giving a total of 4× 10 tests.

In the problem of adhesion state identification, the
numbers of hidden layer neurons differ, and different ac-
tivation functions exhibit varying performance (Fig. 8).
Among the four functions, the hard-limit transfer activa-
tion function exhibits the lowest accuracy rate and most
significant volatility; the three other types are slightly bet-
ter, with the Sig and Sin functions indicating high recog-
nition accuracy when the number of hidden layer neurons
is high. The RBF function shows the smallest fluctuations
and achieves an accuracy rate of 100% when the number
of hidden layer neurons is set to 4. The RBF is therefore
selected as the activation function, and the ELM is given
a 2× 4× 1 structure. A schematic of the ELM structure is
presented in Fig. 9. The experimental results are shown in
Table 4.

From Table 4, it can be seen that our proposed ELM
adhesion recognition method is able to accurately identify
the four types of adhesion state, even when white Gaus-
sian noise is added. This suggests that the ELM recog-
nition model proposed in this study is applicable to the
recognition of adhesion states.

4.4 Comparison of the Three Recognition Methods

We now discuss our experimental comparison of the train-
ing speed and accuracy rate of the ELM, the BP neural
network, and the GA-BP neural network at different set-
tings of the number of parameters. The results are shown
in Table 5.

The accuracy of the ELM is equal to that of the GA-
BP, but the GA-BP required more parameters to be set.
The BP neural network had the worst performance. Its
accuracy rate on the test set is also approximately 10%
lower than those of the other two methods.

The comparison showed that the learning speeds of
the ELM and GA-BP are significantly faster, whereas the
accuracy rates remained sufficiently high. However, the
training speed of the ELM is faster than that of the GA-
BP, whereas fewer parameters needed to be set: only the
number of hidden layer neurons had to be specified.

5. Conclusion

Accurate and timely automatic recognition of the adhe-
sion state is the basis of effective adhesion control. Tradi-
tional recognition methods are slow and have low accuracy.

In this study, we proposed an approach to identify the
adhesion state based on an ELM. This method allowed
rapid and high accurate recognition rate of the adhesion
state. The experimental results show that the ELM also
achieved a good balance between time and accuracy in the
presence of white Gaussian noise, which proves that this
novel approach is applicable to the recognition of adhesion
states.
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